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Abstract 
Intelligent search is a search with the possibility of linguistic analysis, modern algorithms for 

parsing and finding words, recommendations based on user preferences. Such a search is a 

necessity for Internet resources in the field of e-commerce because it is almost impossible to 

find the right product or data without some help, filtering or sorting. One can highlight the 

following features of the search: spell check (if the search query is misspelt, the search for 

relevance will try to find close matches based on what was entered); recognition of standard 

abbreviations and acronyms (this search will be able to recognize standard abbreviations or 

acronyms, such as MK (Michael Kors), NASA (National Aeronautics and Space 

Administration)); better understanding (a search for relevance will try to understand the query 

better, applying well-known knowledge, recognizing frequently used synonyms and limited 

knowledge of the natural language); filters and sorting (the use of filters by specific categories 

and sorting will allow to more comfortably and quickly find the necessary information). The 

latter will come in handy for almost any type of online resource, from online stores to 

entertainment sites. Moreover, the paper highlights the topic of recommendation systems. Over 

the past few decades, with the growth of YouTube, Amazon, Netflix and many other such web 

services, referral systems have become more and more important in our lives. 

Recommendation systems are critical in some areas because they can generate huge revenue 

or stand out significantly from competitors. The paper considers the basic methods and 

approaches used to build search engines and recommendation systems. The implementation of 

these approaches on examples and natural systems has been considered. A web application 

based on Java and Elasticsearch has been developed with the performance of a 

recommendation system based on a collaborative filtering algorithm. The research object is an 

intelligent search information system with the possibility of recommendations in e-commerce. 

The subject of research is the basic principles and requirements for the construction of 

recommendation systems and intelligent search systems. The study aims to develop a fast and 

reliable search engine in e-commerce with the possibility of recommendations for users.  
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1. Introduction 

Today, a considerable amount of information is stored on the Internet. In addition, every day its 
number is only growing. It applies to online resources that contain entertainment content, such as 

Netflix, Megogo, and online stores, such as Amazon, Rozetka and others. 
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All these systems have one thing in common –for users to be satisfied with the work of these 
resources, they must be able to quickly, easily and efficiently search for the information they need. 

Also, one of the basics that help keep customers on the web is recommendations. 60% of customers 

prefer to return to stores with requests, and 75% of the digital generation, who grew up in the age of 

social networks, believe that recommendation systems are an integral part of any store or entertainment 
platform. Therefore, today, fast and efficient search for information with the possibility of 

recommendations is one of the primary needs of people and businesses. The chosen topic is highly 

relevant today, because today the demand for goods offered by the company, especially online, is 
growing at an unprecedented rate. It applies to video and audio products, goods, books and much more. 

It is especially true for Ukrainian buyers and users because, according to statistics, 25% of Ukrainians 

regularly buy goods online. 33% of Ukrainians buy a specific product online at least once a year. 
This work aims to develop an intelligent search system for goods with the possibility of 

recommendations for the user. To do this, you need to determine how to store and analyse product 

information. What algorithms of proposals can be applied to this system? How to ensure convenient 

use of this system? The object of study of this work will be an information system of intelligent search, 
with the possibility of recommendations for users in e-commerce. The subject of this work will be the 

basic principles and requirements for intelligent search systems and recommendation systems. In this 

system, compared to existing systems, a collective algorithm of product recommendations for users was 
used, which focuses on the general coincidences of the choice of similar users. In addition, an algorithm 

for parsing and analysing words for the search was used [1], which provides an accurate search result, 

with the possibility of entering an error in the investigation. Also, the ability to auto-complete words 
when searching in this system has been added. Applying the principles laid down in this paper, you can 

build an effective, profitable and stable search engine for almost any type of business that contains 

many information or goods and is in demand among users. 

2. Related works 

General provisions for the construction of intelligent search systems. Let's start with the main points 

for building a search engine. Any intelligent search system consists of a repository, where all the 

necessary data is stored. A program that uses specific algorithms analyses the input feed, accesses the 

repository and returns the relevant result. The difficulty is to properly store the data and adequately 
configure the search engine processing algorithms. In addition, given that it should also be a 

recommendation system, it is necessary to choose the correct recommendation algorithm, which will 

have enough data for accurate calculations. The server part of the program has the most significant 
impact. We will try to build a standard modern search engine model. For simplicity, suppose we only 

accept text queries - a set of words. The backend returns the results that best match the input words. 

There is no logic of conjunction or negation among the input words. When a backend receives a search 

query string, it firstly divides it into specific parts or other tokens. For each token, the server part 
requests the repository. Documents are stored in the warehouse. After calling the storage, the backend 

already has information about which documents and how many search words are contained. They are 

then combined into a final list, sorted by relevance (most relevant at the top) and returned to the user. 
It is logical that for fast search in storage, storing data correctly [1, 2]. 

Search engine data warehouse. Let's say you want to determine which of The Washington Post's 

news articles contain the words "environment" and "health" from the beginning. One approach is to 
start over and read the entire text, writing down each article that contains the words mentioned. Usually, 

this technique is considered a direct review of the text. And this process takes a significant amount of 

time. One of the most popular ways to avoid such a linear scan for each request is to index the documents 

in advance, for example, based on inverted indexes [3-6]. This way, we will be able to properly store 
our data in the repository, which can be found quickly. 

Search engine implementations. Every user tends to make mistakes when searching. Therefore, there 

is a problem: how to determine whether the term stored in the repository matches the user's search term? 
Levenstein's distance will help us here [7]. Levenstein's distance can also be called an editing distance, 

although it can also denote a more prominent family of distance metrics. It is closely related to the 

pairing of rows [8-10]. Levenstein's algorithm calculates the least number of editing operations required 



to modify one line to obtain another line [11, 12]. Thus, these approaches allow building a system 
capable of searching for relevant results in the repository. It remains to consider the main points related 

to the choice of the recommendation algorithm.  

The referral system is a machine learning program that provides users with recommendations on 

what they might like based on their historic preferences. It can then be defined as a system that issues 
individual recommendations as source data or, as a result, has a personalized referral of the user to 

intriguing objects in a larger space of possible options. Examples: 

 Offer readers news articles based on the interests of the reader. 

 Offer customers suggestions on what they can buy based on their history of purchases or 

searches. 
There are three types of recommended systems: 

Collaborative filtering. Shared recommendation systems summarize object ratings or 

recommendations, recognize commonalities between users based on their ratings, and generate new 
recommendations based on comparisons between users. They work well for complex objects, where 

taste variations are responsible for most preferences changes. Shared filtering is based on the 

assumption that people who have agreed in the past will decide in the future and that they will be like 

similar objects as they were before. 
Content-based. It is recommended based on content. It examines the profile of the new user's 

interests based on the available functions in the objects that the user has evaluated. It is a system of 

recommendations for specific keywords. Here the keywords are used to describe the goods. Thus, the 
content-based recommendation system uses algorithms that recommend similar items that the user liked 

before or are currently testing. 

Hybrid. Combining both systems of recommendations in a way that corresponds to a particular 
industry is known as a system of hybrid recommendations. Netflix is an excellent example of a hybrid 

approach. They provide recommendations by comparing the viewing and searching habits of similar 

users (shared filtering), as well as offering movies that share common characteristics with film that the 

user has rated highly (content-based filtering) [13-15]. Let's compare basic recommendation algorithms.  
 

Table 1 
Comparative table of recommendation algorithms 

Name Benefits Disadvantages  Application 

Collaborative 
filtering 

User ratings and ratings 
are taken into account 

 
Not tied to the subject 

of the service 

Low performance for first 
users 

 
A lot of information 
about user ratings is 

needed 

Information portals 
 
 

Small online stores 

Content-based 
filtering 

Works instantly, even 
for first users 

 
Works correctly, even 

with a small amount of 
data 

Tied to the content of the 
service 

 
Not based on the wishes 

of users 

Blogs 
 
 

Music or movie 
platforms 

Hybrid filtration High productivity 
 

No problems with 
previous approaches 

Hard to maintain 
 

Complex development 
process 

Large online stores 
 

Complex systems with 
a large number of 

users 

 

Considering the table above, we can conclude that the implementation of our system will be a 
practical algorithm for collaborative filtering because the advantages of this method are ideal for the 

search engine, and the disadvantages are not significant not to choose this method. Also, let's compare 

fuzzy search algorithms. The numbers that can be seen in Fig. 1 is the accuracy of the words between 



the first and second columns, from 0 to 1. Comparing all the results, we can conclude that Levenstein's 
algorithm is ideal for our system because, in this case, the accuracy of search results will be the highest. 

Levenstein's algorithm compares words, not phrases, taking into account the length of the change of 

words, or the number of deletions, insertions, and replacement of letters in the word. 

 
Figure 1: Comparison of the accuracy of calculations of fuzzy search methods 

3. Material and methods 

The primary purpose of this system's goal tree is to enable the user to conveniently and quickly find 
the desired product. It includes several aspects, such as the ability to auto-complete search words, errors 

in terms when searching, and so on. In addition, the system must generate recommendations for the 

user, taking into account the purchases of similar users (Fig. 2). 

 
Figure 2: Goal Tree 

 

Concretization of system functioning. IDEF0 considers the logical relationship between works, not 

their temporal sequence (workflow) [16, 17]. The IDEF0 standard was developed in 1981 in the United 
States by the Air Force Department for Industrial Automation. In software development, developers 

were faced with the need to create new methods of business process analysis. As a result, the IDEF0 

functional modelling methodology appeared, in which special IDEF0 notations are used for analysis. 
The most critical function is located in the upper left corner. And processes are connected among 

themselves using arrows and descriptions of functional blocks. In this case, each type of arrow or 

activity has its meaning. This model allows describing all the main types of processes, both 
administrative and organizational [18].  



Since the primary purpose of our system is to provide search and recommendations for the user, the 
primary mechanism will be to requests a search for the user (Fig. 3). The main input parameters of this 

process will be the user ID and the actual search query. The mechanisms that ensure the proper operation 

of this process will be a database or repository, software libraries. The control mechanisms will be 

technical documentation, as well as collected user requirements. The result of this process will be 
relevant, as requested, and recommendations for the user.  

 
Figure 3: IDEF0 first level 

 

Let's try to decompose the model described above. First of all, let's highlight a few basic, smaller 

blocks (Fig. 4).  

 
Figure 4: IDEF0 second level 

 
At the initial address to the program, it is necessary to initialize input parameters. Therefore, at the 

entrance to the first process, there are the user ID and search query. After initialization, we can proceed 

to the following methods. For a successful search, you must first analyse the input text in terms of the 

program. Therefore, for the process "Pre-search text processing" (Fig. 4), the input parameter will be 
the search bar. Using linguistic analysis, we will be able to process the tape to the desired form. It will 

help us with some ready-made software modules that we can connect. Then, using the processed tape, 

we can find the necessary documents in the repository. Now, let's move on to another process, "Analyse 
the recommendations" (Fig. 4). Only the user ID is logged in to this process. Since user purchase data 

is stored in the repository, the mechanism that will help this process is the database. Using the 



collaborative filtering algorithm and knowing the user ID, we will analyse and issue recommendations 
for this user. After that, the recommendations and the search results move on to the following, final 

process of "Generate the correct answer". Since the definitive answer can be influenced by specific user 

requirements and the understanding that you need to show only a certain amount of information to the 

user, we need to form an answer that will contain only the best recommendations and the best result. 
Let's try to decompose the process of pre-search text processing (Fig. 5). To begin with, to select 

some logical unit in the text, we will divide the search query into tokens. The token can be considered 

as one word. Next, all our operations and processes will use and modify the newly formed tokens. For 
a single letter format, convert the tokens into a single letter case (Fig. 5). Stop words are words in any 

language that do not attach much importance to a sentence. They can be safely ignored without 

sacrificing the meaning of the sentence. Therefore, the third process will remove all tokens that are stop 
words. To complete this process, you need to provide a dictionary of stop words. 

 
Figure 5: IDEF0 of the third level 

 

After that, the filtered tokens go to the final process - stemming tokens. The stemming algorithm is 
a process of linguistic normalization in which variant word forms are reduced to a general form. That 

is, the central, root part of the word remains without suffixes and endings. After this process, our tokens, 

or processed text, is ready for the following search process. 
Also, expand the process of recommendations analysis (Fig. 6). In the first process, we need to 

extract user purchase data. A repository or database will help us with this. Having data on purchases of 

buyers, we pass to the following process. Here we need to apply a collaborative filtering algorithm that 
can provide predictions about products that the user has not yet purchased, based on selecting products 

from similar users. The data that will be at the end of this process must be analysed, and the best 

recommendations are chosen. To choose the best offers, you need to be guided by user requirements. 

After this process, we can pass requests to the following procedure. 
The basis for making a process hierarchy is the DFD hierarchy. DFD is a notation designed to model 

information systems in the storage, processing and transmission of data [19]. In our system, the central 

external entity is the user (Fig. 7). In the data stream, it can pass its ID as well as the request. The 
primary process or system is the Search Engine. At the output, the system gives the relevant result and 

recommendations to the user.  Let's move on to the DFD chart of the second level. In part, it is similar 

to IDEF0, so that some processes can be omitted. In this diagram, we have 3 data warehouses, namely: 

a store of information about customer purchases, a dictionary of stop words needed for linguistic 
analysis, and a store of information about the company's products. Decomposing the process of pre-

search text processing, we obtain the following DFD diagram (Fig. 9). At once, it is possible to allocate 



that at this level to remove stop words. We use a data warehouse - the dictionary of stop words. In 
general, the pre-search process consists of 4 main processes that are interconnected, namely: the 

division of the search bar into tokens or words, modification of tokens into a single format, filtering 

redundant words, as well as stemming words or highlighting only the root part of the word. The same 

can be done with the process of analysing the recommendations. There is information about customers' 
purchases as a repository of data, including the user who makes the request. Next, we can assume that 

a particular product will be appropriate for our user using the recommendation algorithms. After that, 

we will be able to form recommendations and pass them on to the following process. 

 
Figure 6: IDEF0 of the third level 

 

 
Figure 7: DFD first level 

 



 
Figure 8: DFD of the second level 

 

 
Figure 9: DFD of the third level 

 



4. Software solving problems 

Selection and justification of means of solving the problem.  

 Elasticsearch. First of all, let's start with the data warehouse, which will store information about 

all products. Elasticsearch was chosen as this repository. Elasticsearch is a high-scale open-source 

full-text search and analytics engine [20].  

 MySQL was chosen to store user purchase data as well as product evaluations. MySQL is a 
relational database management system based on SQL - a structured query language and used for a 

wide range of purposes, including storage, e-commerce and registration applications [21].  

 Java. Let's move on to the software implementation of our system. Java was chosen as the 

primary programming language [22-23]. Why was Java chosen? 
a. Price – free. 

b. Productivity - due to the HotSpot JIT compiler, the code is executed very quickly. 

c. Efficiency is a wide range of libraries that contain optimized code that is easy to 

write. 
d. Portability - programs written in Java can run on almost any device. 

Language Support – the developer company, continues to improve language capabilities by 

correcting past bugs, improving performance, and simplifying the complexity of writing code. 
Algorithms. Let's move on to the selection of algorithms. The main algorithm for the 

recommendations was the Slope One algorithm. The Slope One algorithm is a shared filtering system 

based on element evaluation [24]. It means that it is based entirely on the ranking of user positions. 
When we calculate the similarity between objects, we only know the history of ratings, not the content 

itself. This similarity is then used to predict the rating of potential users for user-element pairs that are 

not in the dataset. Initially, users evaluate various elements in the system. Next, the algorithm calculates 

the similarity. After that, the system predicts the rating of goods that the user has not yet rated. Co-
filtration (CF) is a technique used by recommended systems [25].  

Technical characteristics of selected software development tools.  

Java version 8 was chosen for this system. This version is considered the company's most significant 
release and remains a stable version for many companies worldwide. You can highlight the following 

advantages of this version: 

 Better type output. The Java 8 compiler has significantly improved inference type. In many 

cases, explicit type parameters can be output by the compiler, supporting cleaner code. 

 Lambda and Functional Interfaces. Lambda (also known as secure or anonymous methods) is 

the most significant and most anticipated language change in the entire Java 8 release programming. 
Many languages on the JVM platform had lambda from day one, but Java developers had no choice 

but to submit lambda through anonymous classes. 

 Default interfaces and static methods. In Java 8, the definition of interfaces has been expanded 

with two new concepts: the default method and the static method. They allow adding new methods 
to existing interfaces without compromising backward compatibility for previously written versions 

of these interfaces. The difference between default and abstract methods is that abstract methods 

must be implemented, and there are no default methods. Instead, each interface must provide a so-
called default implementation, and all successors will receive it by default (with the ability to 

override this default implementation if necessary). 

 Repeated annotations. Since annotation support was introduced in Java 5, this feature has 

become very popular and widely used. However, one of the limitations of using annotations was the 

fact that the same instruction could not be announced more than once in one place. Java 8 violates 
this rule and contains repetitive annotations. It allows the same annotations to be repeated several 

times in the place where they are announced. Duplicate annotations should annotate themselves 

using the @Repeatable annotation [26, 27].  
Maven. Maven is an assembly management tool. It determines how your .java files are compiled 

into .class, packaged into .jar files (or .war or .ear), (pre / after) processed by tools, managing your 

CLASSPATH and all other types of tasks needed to build your project. It's similar to Apache Ant or 
Gradle or Makefiles in C / C ++. Still, it tries to be utterly standalone because one doesn't need additional 

tools or scripts, including other everyday tasks such as downloading and installing the necessary 



libraries. It is also designed with the idea of portability building so that you don't get problems like 
having the same code with the same build script on one computer but not on another (this is a known 

issue, we have Windows 98 virtual machines because we could not build some of our Delphi programs 

anywhere). Because of this, it's also the best way to work on a project between people using different 

IDEs because the Ant IDs created are difficult to import into other IDEs, but all IDEs today understand 
and support Maven (IntelliJ, Eclipse, and NetBeans). Even if you don't like Maven, it will eventually 

become a starting point for all other modern build tools. Why was Maven used? Maven will download 

all the libraries you use and the libraries they use for you automatically. It avoids the "hell of 
dependence" of libraries. It uses the "Configuration Convention", so you do not need to specify the 

tasks you want to perform by default. You don't need to write step "compile", "test", "package", or 

"clean" as you would in Ant or Makefile. Just put the files where Maven is waiting for them. Maven 
also has many excellent plug-ins that you can install that will handle many routine tasks: from creating 

Java classes from an XSD schema using JAXB to measuring the amount of code covered by tests using 

Cobertura. Just add them to pom.xml, and they will integrate with everything one wants to do. 

Liquibase. Liquibase is an open-source schema change management solution that makes it easy to 
manage changes to your database. Liquibase uses changeSets to represent a single change in your 

database [28]. ChangeSet is what you use to group databases and is a unit of transition that Liquibase 

makes in a database. A changeLog is a list of changes created by multiple sets of changes. Three 
elements define the set of changes: "ID" and "Author" and the path to the ChangeLog file name. 

Liquibase allows to perform the following tasks: 

 Rollback Support: one can use the liquibase.bat rollback to undo an update, as it allows for 

rolling back changeSets based on the number of changeSets, to a specified date, or to a specified tag 
stored in the database.  

 Automatic update: instead of performing updates or rollbacks directly against the database, one 

can create SQL that will be run for validation and/or execution manually. 

 Exiting a future rollback: before applying the update to the database, one can generate the SQL 

that one will need to run to return the database to its current state for validation. 

 ChangeSet Contexts: changeSet can be assigned the "contexts" in which they will run. Contexts 

are selected at runtime and can be used to modify sets that work only in test instances or other unique 
circumstances. 

 Prerequisites of ChangeLog and ChangeSet: conditions can be added to changeLog or 

individual changeSets to check the status of the database before attempting to execute them. 

 ChangeSet checksums: when a changeSet is executed, Liquibase retains the checksum and may 

not run or change the execution if it detects a change between the original changeSet definition when 
it was started and the current report. 

 Difference support: although Liquibase is designed to use database comparisons to manage 

change, Liquibase has support for this, which is helpful in many cases, such as validation between 

databases. 
Spring Framework provides a comprehensive model of development and configuration for modern 

business applications in Java - on any platform. A key element of Spring is program-level infrastructure 

support: the focus is on the "plumbing" of business applications, so developers can focus on business 

logic without unnecessary tweaks depending on the runtime environment [29]. 

5. Experiments, Results and Discussions 

Description of the created software. General Information. Program name: "Search Engine". The 

program can be run on almost any platform: Linux, Windows, macOS, etc. Basically, the program is 

written in Java using the Spring framework. 
Two databases are used:  

 MySQL – to save data on purchases and recommendations. 

 Elasticsearch – to save search documents and index data. 

To simplify the management of database schemas, the Liquibase framework is used, which allows 

changing the database structure quickly. Maven technology is used to manage the dependency between 
Java libraries. 



Functionalities. The program's primary functions are intelligent search for documents uploaded to 
the repository and the possibility of recommendations for users [30-36]. In addition, to fill the 

warehouse with data, a module for loading and indexing data into the storage was created. To simulate 

the purchase of goods, a unique entry point was built in the program.  

Description of the logical structure. The program consists of three main modules: 

 Data loader. 

 Engine API. 

 Engine-Server. 
Fig. 10 shows the primary interaction between the modules.  

 
Figure 10: Interaction between software modules 

 
Data-loader is a module that is required to load data into the repository. It contains the structure of 

the document. The document can consist of different fields. Therefore, it is necessary to create a general 

design considering all documents with their types. An example of such a structure shows in Fig. 11. 

The Search-API is an input module that accepts all incoming requests. It specifies what type each input 
request has, along with all input parameters. Search-server is the main module, where all the basic logic 

of the program is executed. To make it easier to control the processing of each request, a concept such 

as a Pipeline was created. The Pipeline is a specific sequence of program code execution. It is a high-
level code concept so that it can be used universally for each type of request. The Pipeline consists of 

stages or Stage-s. Each step, or phase, processes the input parameters and passes the processed 

parameters further to the next step. For the convenience of describing these Pipeline and their stages, a 
unique structured data format was created. An example of such a Pipeline shows in Fig. 12. 

In the beginning, in the field "name", the name of this Pipeline is set. The following are the main 

stages of this Pipeline. The project contains three main Pipeline: 

 / search - describes the process of performing the intelligent search. 

 /search/recommendation - describes the process of executing the algorithm of 

recommendations. 

 /search/suggestion - describes the process of generating auto-search words. 



  
Figure 11: The structure of documents in the repository   Figure 12: Example Pipeline 

 

In addition, filters are used to ease the search. Filters are based on the concept of aggregation. For 

the convenient use of aggregations, a particular document with a strictly defined structure was created, 

which describes the main aggregations and their capabilities. Fig. 13 shows an example of such a 
document. This example shows four filters: 

 Shop - a filter that allows filtering products by the manufacturer. 

 Discount - a filter that filters goods at a deal. 

 Price - a filter that filters goods at the selected price. 

 Rate - a filter that filters products by rating. 



  
Figure 13: File with defined aggregations  Figure 14: Example file with table structure 

 

To sort the results found by specific criteria, the concept of Sort is used. For convenient and fast use 

of new sorting options, a document was created to describe the desired sorting by specifying the 
required field. Fig. 13 shows an example of such a file. This example shows two sorting options: 

 Default - which sorts the "_score" field in descending order. 

 Cheap is which sorts the "product_price" field in ascending order.  

Liquibase technology is used to determine the structure of the database, as was mentioned earlier. 

To use this technology, one needs to create an appropriate file called "liquibase-changeslog.yml". An 
example of such a file shows in Fig. 14. It defines the main tables in the database, as well as the fields 

and their type. The following are the main tables (Table 2-4) used in the program. 

 



Table 2 
Description of tables in the database 

Table Fields  Description 

purchases id - int 
itemId - varchar (50) 
user - varchar (50) 

date - datetime 
keywords - varchar 

(50) 

Contains basic data on purchases of goods 

rates id - int 
itemId - varchar (50) 
keywords - varchar 

(50) 
user - varchar (50) 

date - datetime 
rate – int 

Contains information about the evaluation of goods 

recommendations id - int 
itemId - varchar (50) 
user - varchar (50) 

Contains products that should be recommended to 
users 

 

Call and download the program. The source code is contained on the GitHub service. After 

downloading the source code, from the root point of the code, one needs to call the command: mvn 
clean install. After that, .jar files of each file will be generated. To run the program, go to the root 

directory of engine-api and run the command java -jar engine-api.jar. 

Incoming data. The program contains 6 main entry points after starting the server.  
 

Table 3 
Description of entry points 

Entry point  Parameters Description 

/ search query - search phrase 
category - product 

category 
count - the desired 
number of returned 

results 
sort - sort order  

The main entry point for finding products. 

/ search / suggestion query - part of a word 
or phrase 

count - the desired 
number of returned 

results 

An entry point that offers auto-completion of 
a word or phrase if the query contains 

unfinished words 

/ search / 
recommendation 

userId - user ID Provides a list of recommendations for the 
user with the specified ID 

/ search / inner / 
recommendation 

userId - user ID Launches the collaborative filtering algorithm 

/ search / shop itemId - product 
identifier 

userId - user ID 
category - product 

category 
 

Records the purchase of goods with the 
selected ID for the specified user 



/ search / rate itemId - product 
identifier 

userId - user ID 
category - product 

category 
rate - product 

evaluation 

Entry point for evaluating the product with the 
selected ID for the specified user 

 
Output data. In table 6 the source data and their format for each entry point are described.  

 

Table 4 
Description of the source data 

Entry point Format 

/ search 
 
 
 
 
 
 
 
 
 
 
 

/ search / suggestion 
 

/ search / recommendation 
 
 
 
 
 
 

items - array of goods with the following structure: 
id - product identifier 

source - manufacturer of goods 
sourceUrl - manufacturer link 

query - product keywords 
productImage - photo of the goods 

productTitle - product title 
productDescription - description of the goods 

productPrice - the price of the product 
productPriceWithSale - discounted product price 

onSale - shows whether the product contains a discount 
 

suggestion - auto-completed word 
 

topItems - an array of goods that are in the top 10 for sale 
recommendations - an array of products recommended by the 

system for the specified user 
bucketModels - an array of available filters, with the following 

structure: 
name - selection option in the filter 

count - the number of products with such a filter 
/ search / inner / 
recommendation 

- 

/ search / shop - 
/ search / rate - 

 

User manual. Full program name: "Search-engine". Abbreviated name of the program: "SrchNgn". 

Primary programming language: Java. Development environment: IntelliJ IDEA Community edition. 

The program's primary purpose is to provide the user with the ability to search in e-commerce and 
recommendations intelligently [37-44]. The program can be used for online stores for small and medium 

businesses. This system can find the relevant product according to the search query. In addition, if the 

search bar is incomplete or contains errors, the system can find the most appropriate product. Fig. 15 
shows an example of a search in a system where the search bar includes two words, two of which are 

incomplete. The system can publish the top 10 products purchased by other users and recommend 

products that the user may like based on the preferences and ratings of similar users. Fig. 16 shows an 
example of user recommendations, along with the top 10 products and search filters. 



  
Figure 15: Search functionality 

 

 
Figure 16: Recommendations 

 

Levenstein's algorithm was used to implement fuzzy search [45-55], which counts the number of 
letter substitutions in a word and calculates the required word length based on this. For the possibility 

of product recommendations, a collaborative filtering algorithm was used, which does not depend on 

the specific topic of the site. NLP algorithms were used to index the data [56-60]. For example, edge-
gram, which divides one word by the selected number of parts. 

The average execution time of a search query is 10-250ms. The initial request can take up to 350ms. 

It is since the system has not yet optimized the critical path of the program. After optimization, 
execution time is reduced to 100ms. Fig. 17 shows the execution time of the request: 



 
Figure 17: Query execution time 

 

The program can run smoothly. To update the data, one must index the data on the new index and 

then restart the program by specifying a new index with the data. 

To run the program, you must meet the following conditions: 

 Install JDK 8 and prescribe the necessary paths to the JDK in Windows environment variables 

 Install Maven and define the required paths to Maven in Windows environment variables 

 Install Elasticsearch 7.12 

 Install MySQL 15.1 

After downloading the source code from the Git repository, you must run the command mvn clean 

install in the root directory of the downloaded code. This command will generate .jar files for each of 

the modules. After that, it is necessary to load the data. For this purpose, it is required to pass to the 
folder with the data-loader module and further to the target folder. There will be a generated .jar file. 

To run it, run the java -jar data-loader.jar command. After downloading the data, you need to create the 

necessary database structure in MySQL. To do this, go to the project's root directory and run the 
command mvn liquibase: update  -Denv = dev. After creating the database schema, you need to go to 

the folder with the search-API module and then to the target folder. Then run the java-jar command 

search-api.jar. After that, we will perform search queries at http: // localhost: 8080 / search? query =. 

The MySQL and Elasticsearch databases must be running and have the necessary tables and indexes 
for the program to work correctly. 

Analysis of the control example. In the beginning, check the data in the repository. To do this, we 

will use a tool such as Kibana, which usually comes with Elasticsearch. Fig. 18 shows all existing 
indexes in the warehouse. We are interested in the e-commerce index. As one can see in the figure 

below, we do not have such an index.  

 

 
Figure 18: Indexes in storage 

 

http://localhost:8080/search?query=


To create an e-commerce index, you need to run the data-loader module and specify the path to the 
data. The data file is shown in Fig. 19.  

 

 
Figure 19: Data file 

 

This file contains all the necessary information about the goods. To update product information, one 

needs to prepare a file of the same structure, delete the previous index and run the data-loader module. 
Upload the data to the repository. Using IntelliJ IDEA, one needs to create the next entry point into the 

program and run it.  

 

 
Figure 20: Data-loader settings 

 



After downloading the data to the repository, we will see the following messages: 

 
Figure 21: Messages after downloading data 

 

Now let's check the data in our repository. To do this, again, use Kibana. We will perform a search 

query on the index named e-commerce. 
 

 
Figure 22: Data on goods in storage 

 

Having prepared the data to be searched, we will create tables in MySQL to monitor purchases and 

recommendations among users. Fig. 23 shows that so far, we do not have any database.  

 
Figure 23: MySQL database 

 



We will receive the following message by executing the command mvn liquibase: update -Denv = 
dev in the engine-server module.  

 

 
Figure 24: Notification of successful database creation 

 

And let's recheck the database. Fig. 25 shows the new e-commerce database and tables: purchases, 
rates, and recommendations. Now that all the necessary conditions are met for the program to run 

successfully let's try to run it. Using IntelliJ IDEA, we will create an entry point, as is shown in Fig. 26. 

 

 
Figure 25: Ecommerce database 

 
Figure 26: Engine-API settings 

 



After a successful launch, we should see the following messages: 
 

 
Figure 27: Messages after successful startup 

 
We will perform several search queries. We use Postman to send search queries. Let's try to look at 

what products the program will offer us, looking for the phrase "wi r". 

 
Figure 28: Search for the phrase "wi r" 

 

Fig. 29 shows that the program has found several products. The top 5 products that meet the search 

query are: 

 Wireless mouse is two types - wireless mouse. 

 WII (R) - 5 types - game console. 

 wii microphone - 3 types – microphone. 

 
Figure 29: Search results for the phrase "wi r" 

 



Let's try to find "Skinny Jeans", but making several mistakes in the search query. Instead of "Skinny 
Jeans" we will look for "Skn Jen".  

 

 
Figure 30: Search by the phrase "Skn Jen" 

 
Fig. 31 shows the search result. The program found the goods despite a vague request. Levenstein's 

fuzzy search algorithm helped us in this. In addition, the result in Fig. 32 is sorted by relevance. Let's 

try to sort these results in descending order of price. Fig. 33 shows the first product has a price of 6135.0, 
and the second after it - 4260.99. Thus, the goods are sorted in descending order of price. 

 

 
Figure 31: Search Results for "Skn Jen" 

 

 
Figure 32: Sorting in descending order 

 



 
Figure 33: Sort result 

 
Let's see how auto-completion of search words works. To do this, imagine that the user typed the 

word "rck" in the search bar. Fig. 35 shows the options for completing the word "rck" => "wine rack", 

"hat rack", "Rachel ray cookware", "ice cream maker", etc. 

 
Figure 34: AutoComplete the word "rck" 

 
Figure 35: Auto-completion results for the word "rck" 

 



Let's try this functionality for the word "ipn", meaning the word "iphone". 
 

 
Figure 36: Auto-completion of the word "Ipn" 

 

According to Fig. 37 the program offered us the following options for completing this word: "speck 
iPhone 5 case", "iphone 5", "apple iPhone 32 GB", etc., which in principle is close to the desired. Now 

fill in the shopping table using the entry point/search/shop. Imagine that we have three users User1, 

User2, User3. 

 
Figure 37: Auto-completion of the word "ipn" 

 

Table 5 
User purchases 

User Purchased goods 

User1 
 
 
 
 
 

User2 
 
 
 

 
 

Sony PlayStation 4 (PS4) (Latest Model) - 500 GB Jet Black Console (711158459) 
Porter-Cable 3-1 / 4 HP Five-Speed Router 7518 - Power Tools Routers (711158511) 

Cosco Slim Fold High Chair, Kontiki, Free Shipping, New (711158585) 
2.4GHz Red Wireless Optical Mouse Mice (711158784) 

Anti-Venom IN HAND Marvel Legends (711158812) 
 

Sony PlayStation 4 (PS4) (Latest Model) - 500 GB Jet Black Console (711158459) 
2.4GHz Red Wireless Optical Mouse Mice (711158784) 

Porter-Cable 3-1 / 4 HP Five-Speed Router 7518 - Power Tools Routers (711158511) 
iPhone 5 Ease Fit Arm Band (711168736) 

Nintendo Wii U Pro Controller (711175233) 
Oster 14 Speed Blender (713196549) 

User3 iPhone 5 Ease Fit Arm Band (711168736) 
Sony PlayStation 4 (PS4) (Latest Model) - 500 GB Jet Black Console (711158459) 



Porter-Cable 3-1 / 4 HP Five-Speed Router 7518 - Power Tools Routers (711158511) 
Batman Joker Graffiti (713196402) 

samsung 60in 1080p 120hz smart led tv (713196223) 

 

Fig. 38 shows an example of a request to purchase goods.  
 

 
Figure 38: Example of a request to purchase goods. 

 
We will query the database and check whether all purchases are saved.  

 
Figure 39: Goods of buyers 

 

Now imagine a situation where buyers begin to appreciate the product. The system provides for the 

case when the buyer cannot evaluate the product if the system does not have a record of this user's 
purchase of this product. To evaluate the product, we will use the entry point/search/rate. In Table 6 

you can conveniently view the ratings of all users.  

 



Table 6 
User ratings 

User PS 
4 

routers High 
chair  

Wireless 
mouse 

Spiderman  Iphone5 PS 
2  

Blender   Batman  TV 

1 5 4 3 4 3 ? ? ? ?  ? 
2 4 4 ? 4 ? 3 5 4 ?  ? 
3 2 3 ? ? ? 5 ? ? 4  3 

 

Fig. 40 shows an example of a query for a user to rate a product. 

 
Figure 40: Example of a request to evaluate the product 

 
After evaluating the products, we will review the rating data in the database. In addition, after each 

evaluation of the product, the field "rate" will change depending on the arithmetic mean of all 

assessments. Fig. 41 shows the product data to user ratings, and in Fig. 42 after evaluation. 

 
Figure 41: User rating data 

 



 
Figure 42: Product data before user reviews 

 

 
Figure 43: Product data after user reviews 

 

In Table 6, some cells contain?. It means that these buyers were not able to purchase the specified 
product. Therefore, it can be a potentially recommended product for the user if its rating is higher than 

4. Let's start the recommendation algorithm and review the results of the recommendations. 



 
Figure 44: The starting point for launching recommendations 

 
Fig. 45 shows after executing the recommendation request, new recommendations about 

recommendations appeared in the recommendations table, namely: for users User2 and User1 to 

recommend a product with ID 713196223, and for user User3 to recommend a product with ID 
711175233. In Table 7 green highlighted products will be recommended to users. Looking at User3's 

ratings, one can see a trend of lower ratings compared to User1 and User2. Therefore, it is logical to 

assume that if user User3 gives a rating of 3 to a particular product, users User1 and User2 may have a 
4 or even 5. It is the case with the product tv. 

 
Figure 45: Records of recommendations in databases 

 

Table 7 
Recommendations for users 

User PS 
4 

routers High 
chair  

Wireless 
mouse 

Spiderman  Iphone5 PS 
2  

Blender   Batman  TV 

1 5 4 3 4 3 ? ? ? ?  + 
2 4 4 ? 4 ? 3 5 4 ?  + 
3 2 3 ? ? ? 5 + ? 4  3 



Execute the following query for user User1. 
 

 
Figure 46: Request for recommendations for user User1 

 
This query will return us the Top 5 products by several purchases among all users, products 

recommended for the specified user, and several filters for ease of search. In Fig. 47 - Fig. 49, one can 

see the result of this query. Fig. 47 shows the most popular products are PlayStation 4 and a wireless 
mouse. Goods purchased by all users according to Table 10. Fig. 48 shows the recommended product 

generated by the system in Fig. 45. 

 

 
Figure 47: Top 5 products among users 

 

 
Figure 48: Recommended products for user User1 

 



 
Figure 49: Filters 

 

Let's try to use one of the filters. To do this, perform the query in Fig. 50. In this figure, we use the 

Shop filter, which has Walmart's value, i.e. all found products must be from the Walmart store. Fig. 51 

shows the Walmart store publishes all the results. 
 

 
Figure 50: Query using a filter 

 

 
Figure 51: The result of the query with the filter 

 



Also, a number of search queries with and without the NLP algorithm were performed. Fig. 52 shows 
the number of matches when searching with the NLP algorithm and without it. 

 

 
Figure 52: Comparison of search results with and without NLP-algorithm 

 

The query execution speed was also compared with existing systems. This way, the amount of data 

in the repository may vary. That is why 60-70ms may be an error when comparing. 
Fig. 53 shows that a query consisting of 1 or 2 words will be found much faster than analogues. But 

for 3 or more, the results are about the same. 

 
Figure 53: Comparison of query execution speed with analogues 

 

The created software product was described in this section. The structure of the database, the 

mechanisms of inference, the structure and functions of the software used were considered. The 



software was described in accordance with the standard GOST 19.402-78 "Description of the program" 
or ISO / IEC 26514: 2008 "Systems and software engineering". Also, a user manual was added to help 

use the developed information system. After that, the control example was analysed. The control 

example confirmed the efficiency of the information system and the compliance of the results of the 

system with the task. 

6. Conclusion 

In this work, an intelligent product search system in e-commerce with the possibility of 

recommendations for the user was developed. It required several studies. It was determined exactly how 

to store and analyse product information. Different types of storage, their advantages and disadvantages 
were taken into account. It was shown how the repository could index the data. It was proved that it is 

necessary to use the recommended algorithm of collaborative filtering for this system because 

collaborative filtering takes into account the ratings and ratings of users, and there is no attachment to 
the subject of the service. Thus, the plan was able to show the recommendations compared to existing 

services more accurately. The main fuzzy search algorithms were compared, and their accuracy is also 

demonstrated in a table. Based on these studies, Levenstein's algorithm was chosen because it 
corresponds to words, taking into account the number of deletions, insertions, replacement of letters in 

the word. A tree of goals has been created in which the main goals and points that need to be taken into 

account when developing this system have been described. Also, three-level IDEF0 and DFD diagrams 

were created, showing the interaction of processes within the system. 
Technical means and technologies were chosen to solve the above goals and justified the feasibility 

of their use. An intelligent search system has been developed to auto-complete search words, use filters 

for search speed, sort results, and use NLP algorithms. In essence, an efficient, profitable and stable 
search engine has been built for almost any type of business, which contains many information or goods 

and is in demand among users. Also, a control example was shown, which confirms the functionality 

of the program and the main functionality discussed above. 
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