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Abstract

Automatic analyses perspective and natural language processing (NLP) is being re-
searched in the subject paper. The modified quantitative approach using a collocation
algorithm is presented. This approach eliminates previously discovered issues of text pro-
cessing using the vector model in the number of cases of thematic classification. The author’s
frequency method of extracting a set of numerical indicators taking into account the mor-
phological features of words, as well as collocation between terms in text is proposed. The
quantitative technology of automatic thematic classification using indicators which reflect
morphological and parsing text features, methods of parameterization, text indexing, algo-
rithms of artificial intelligence analysis and knowledge extraction is presented.

The efficiency and advantage of the regression decision tree method in the tasks of finding
of significant frequency indexes and their logical representation are demonstrated.

The results of comparative experiments to assess the effectiveness of classification of
natural language text data, using the author’s, vector and set-theoretic models of text rep-
resentation are stated.

Keywords: Text-classification, machine learning, NLP, text-mining, regression decision
trees.

1 Introduction

In the process of NLP methods evolution, the separate area, studying the language based
on statistical patterns with the inclusion of algorithms and models of linguistic and semantic
analysis, is appeared. [Martin Jurafsky, 2017], [Kang Y. et al, 2020]. Quantitative methods
use latent semantic links between text elements and enhance the capability [Johnson, 2020],
[Khalezova et al, 2020], [Kashcheyeva, 2013| of the statistic text analysis approach.

The creation of different text representation models aimed at specific tasks solution has led
to the dynamic development of the quantitative text analysis approach. [Ribeiro et al., 2020],
[Maheshan et al, 2018], [Martin Jurafsky, 2017], [McCann et al, 2017]. A significant part of the
methods is based on the quantitative approach, containing complex computational linguistic text
analysis algorithms.

The researches on the quantitative approach improvement considering national, professional,
linguistic language features remains relevant. The design of adaptation methods and their ap-
plication, address the shortcomings and limitations while NLP digitalization is promising.
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The separate field of possible NLP application in education is assistance to an actor in
the solution of educational tasks in informational and communicational redundancy of electronic
environment.

These are principally new opportunities for automatic interaction with text information of
educational resources, identifying its content and quality characteristics.

This approach provides expert support in the search for and extraction of knowledge from a
variety of information resources of the global environment, increase the criticality and practicality
of thinking, the formation of new competencies, the formation of new knowledge, etc. The
complexity of the knowledge extraction from text is caused by the specifics and variability of
language, the human brain works, the dynamics of thinking development.

The part of tasks of substantial analysis of texts can be hardly formalized and described
and requires applying of mathematical tools of uncertainty, statistical methods and artificial
intelligence.

The main technology of the quantitative approach is the data representation model - Bidi-
rectional Encoder Representations from Transformers (BERT), which has shown high efficiency
in solving a wide range of tasks [Ribeiro et al., 2020|, and formed the basis of digital natural lan-
guage processing services. The BERT method is used in advanced technologies such as “Google
AI”, “Microsoft Azure Text Analysis”, “Amazon Comprehend”, “Facebook RoBERTa AI”, etc.

The last researches in the field of NLP analysis have shown that this approach has a range
of significant shortcomings.

The critical shortcomings of modern models of text processing based on the BERT method
were presented at one of the largest conference Association for Computational Linguistics
|[Kolesnikova, 2016], [Ribeiro et al., 2020], dedicated to artificial intelligence development and
processing of computer texts, took part in 2020.

The most important recommendations on improving text processing methods are defined in
the problems of development of grammatical and lexical text coherence, including the stability
of word combinations (collocation) in texts.

The research area is the improvement of text representation models, procedures of the
digital analytical indexes formation and extraction of indicators, the development of algorithms
of linguistic analysis using artificial intelligence methods.

The research aims to evaluate the effectiveness of the identification technology and clustering
subject field based on the quantitative approach using collocation algorithms and regression
decision trees.

2  Model of text representation

Mathematical models using for text conversion allows characteristics extracting from
text data that can be represented as numeric parameters or indexes [Beel et al, 2017],
[Belinkov Bisk, 2018], [Wang Zhu, 2019]. Within the framework of the quantitative approach,
there were developed numerous models of text representation:

1. frequency: [Piotrowska X., 2005, [Grekhov A., 2012|, [Osochkin et al, 2020,
2. frequency-morphological: [Fomin et al, 2018|, [Piotrowska X., 2014],
3. vector: [Harish et al, 2012|, [Mohit et al, 2018],

4. thematically-vector: [Moschitt, 2004], [Allahyari et al, 2017|, [Martin Jurafsky, 2017],
[McCann et al, 2017|, [Moulton Jiang, 2018,

5. set-theoretic: [Marcus, 1967|, [Devlin Chang, 2018], [Maheshan et al, 2018],
[Belinkov Glass, 2019], [Ribeiro et al., 2020].



Despite the existence of quite a large number of approaches to text conversion, as well as their
modifications, all models we suggest to divide into two types:

e vector models

e set-theoretic models.

Advanced computational models used in the computer industry of text processing will be con-
sidered and compared further:

e the vector model,
e the set-theoretic model,

e the author’s set-theoretic model with collocation.

2.1 Vector model of text representation

A vector text representation model is a mathematical model where each text’s object is
matched with a vector that can reflect different linguistics characteristics.

The vector’s coordinates can be different text elements: individual words, concepts, noun
groups, sentences, semantic groups of sentences, paragraphs, so as word’s semantics: meaning
or fields of science. This model was proposed in the works of Salton [Salton et al, 1994] as an
alternative to lexical contextless indexing.

Often vector model is called a thematic vector model because the basis of text class division
is rooted in a semantic word’s meaning. This meaning can characterise the field of science.

The vector model of text representation proved its worth as it could diminish the main
disadvantages of frequency and theoretical models of data representation including the homonym
problems, so as the semantic meaning of sentences consideration problem.

Because of the processing time problems, the vector model is mainly applied to small texts
processing.

A significant disadvantage of vector model is the lack realization of structural characteristics
of isolating, agglutinating, and inflecting types of languages.

We choose the “Word2Vec” library was chosen as the main tool for studying the vector
model of text representation, because of:

e more than 40 languages, including Russian, support;
e no need in supervised studying;

e the using of the embedded model of replacing associative words, homonyms (Bag of Words).

2.2 Set theoretic model of text representation

Set-theoretic model supposes that every text consists from terms (word, n-grsam, sentences),
possessing common characteristics and unique traits. The main concept of the subject model
is the reflection of different text characteristics in relative indicators, to which mathematical
methods for identification of common and unique characteristics of each sample analysed text
are applied. At the heart of set-theoretic models the toolbox for frequency analysis, measures
and metric proximity (Dice, Ochiai, Jaccard, Simpson etc.) is used.

As a metric of text converting into a set of numerical indicators, the interval similarity
coefficient of Jaccard was taken. This coefficient is the simplest to calculate, and its values are
equivalent in particular cases to other similarity metrics (Sorensen, Sokal-Snit).



The algorithm of indicators calculating based on the similarity coefficient of Jaccard is
presented in detail in the work of R. Moulton [Moulton Jiang, 2018|. The generalized Jaccard
coefficient of comparing the proximity of two words A and B, is calculated by the formula:

- (AN B))
K= D T (B = n(ANB))) (1)

Similarity indexes can be calculated for words, n-gram words, sentences, etc. The freely
licensed Python library “Jaccard-index”, which is able to calculate the similarity index between
texts, is used to implement calculations of the Jaccard similarity index. In this paper a word
was chosen as the main unit of analysis. Set-theoretic model with collocation extraction.

Following the recommendations of M. Ribeiro [Ribeiro et al., 2020], we set the task of study-
ing the impact on improving the accuracy of text classification not only in thematic aspects but
also of morphological features of words, as well as collocation between terms in the text.

In this context, we developed the FaM software, which was described in details in
[Harish et al, 2012]. FaM uses the author’s algorithm for text representation as a frequency-
morphological set of indicators, considering collocations, and can be used to improve the ac-
curacy of classification in NLP purpose. The mathematical model of text representation with
collocation extractions considers texts only as interconnected sequences of terms. It is assumed
that taking into account sustainable links in phrases and the relationship between text elements
will create a more accurate model of text representation.

In order to consider a collocation, FaM calculates a number of special indicators based on
the frequency of use of a sequence of words (n-grams) in the text that have certain characteristics.

To consider this FaM’s feature, the author’s algorithm is used. It was implemented with
the help of several morphological libraries, which removes the function words and words that
were not in semantic connection with the sentence members when calculating n-gram sequences.
A normalized text is formed as a dataset, where each word is described as an object with its
features: part of speech and morphological characteristics. For each sequence of objects and
for each combination of their morphological characteristics, a separate frequency indicator is
calculated. This indicator is presented as a sequence occurrence counts of objects in a normalized
text, divided by the total number of objects.

Thus, the set of n-gram indicators is determined by the type of natural language and by
the length of the n-sequence. The total set of extracted bigrams for the Russian language can
reach more than 200 indicators.

A key factor in improving the efficiency of classification is the conversion of text into a
set of numerical indicators using frequency-morphological analysis. Morphological analysis is
performed by a special hybrid algorithm that uses two well-known modules for morphologi-
cal analysis: Natural language processing (AOT)[Fomin et al, 2018] and http://www.solarix.ru/
[Osochkin et al, 2020]. The author’s algorithm embedded in FaM allows you to use two libraries
simultaneously, allowing you to get information about the analyzed word, its semantic relation-
ship with other words in the sentence, and conduct morphological, syntactic, and frequency
analysis. The algorithm aimed to find a semantic connection conducts syntactic analysis, which
identifies parts of speech and functional words in a sentence and builds a syntactic tree. In
the next stages, the algorithm searches for words that are syntactically related to the subject
or predicate in the sentence and checks for semantic connections. The semantic relationship is
checked by synthesizing a new sentence without the analyzed word, building a new syntactic tree,
and analyzing nodes changes in the tree. If the context changes in the tree nodes associated with
the deleted word did not occur, the normalized text in the form of a dataset does not include
this word.

Using the term collocation we focused on the concept of a stable semantically interconnected
binary phrase (sequence of bigrams) in the Russian academic texts.


http://aot.ru/

3 Normalization and relevance of indicators

Almost all intelligent text analysis packages perform preprocessing to normalize the received
data. Text preprocessing allows you to get more accurate and reliable data and a more detailed
description of the features of the text.

The main procedure that allows you to significantly reduce the size of the vector space by
reducing the variation of words is the lemmatization procedure. The variance reduction also
has a positive effect on the vectors indexes, reducing the dimension of the vector space. The
NLTK4Russian library was chosen to texts lemmatizing [Moskvina et al, 2016]. Normalization
of data, received in the framework of the set-theoretic model, is carried out using the TF-IDF
technology, the Scikit-learn library [Roul et al., 2017].

TF;; indexes are defined as the frequency of word’s use in the analysed text, regarding the
total number of words in the text:

fij . -
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where T'F;j is the index for the j-th word in the i-th text, f;; is the frequency of use of the
fj-th word in the i-th text, and f, is the n - th word in the i-th text.

The TF-IDF method [Roul et al., 2017|, [Salton et al, 1994] calculates the value of the j-th
term IDF;; in the i-th text as the product of the frequency of term usage in the tf;; document
and the normalized inverse frequency of term content in the documents.
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where D is the total number of documents in the collection. Dy; —the number of documents
in which the term f; occurs.

This approach allows to determine the importance of the term in the entire collection of
analyzed documents. Terms with high uniqueness, which are less common in other documents,
and often occur in the analyzed document, have the highest value.

4 Artificial intelligence algorithms

For tasks of parametric analysis, regression, classification, identification and knowledge ex-
traction, NLP uses an extensive toolkit of artificial intelligence, which uses machine learning
methods and algorithms (neural networks, genetic algorithms, metric algorithms, reference vec-
tors, decision trees, etc.). Based on the study of classification methods in the previous works
[Fomin et al, 2018], [Osochkin et al, 2020|, [Osochkin et al, 2021] it was concluded that the use
of regression decision tree algorithms for identifying the style and gender of the author of literary
works was effective. The efficiency is due to obtaining higher classification accuracy when using
small text bodies, compared to neural networks and the support vector method. A significant
advantage of all methods of regression decision trees is the representation of results in the form
of a hierarchical set of logical rules “if-then”, which allows meaningful identification, interpre-
tation, verification of classification results; it impacts assessment and value significance of each
indicator. The variety of algorithms for constructing regression decision trees (Random Forest,
ID3, C4.5, C5.0, CRT, CHAID, etc.) allows you to use the full potential of statistical analysis
in the framework of a quantitative approach to natural language text processing. In this paper,
several algorithms were used for building decision trees in the IBM SPSS data analysis package
[Fomin et al, 2018].



5 Research material

The texts corpus is represented by various educational materials, divided into 10 fields of
sciences (clusters): 1T, History, Chemistry, Jurisprudence, Biology, Medicine, Pedagogy, Physics,
Philosophy, Economics.

Text materials are represented by various types of documents, including training manuals,
textbooks, lecture notes, abstracts, scientific articles, dissertations, dissertation abstracts, etc.
(Table 1).

Table 1: Educational materials

Field of science Number of | Number Number of | Total

author’s of training | articles

abstracts manuals

and disser-

tations
IT 200 500 300 1000
History 200 500 300 1000
Chemistry 200 500 300 1000
Jurisprudence 200 500 300 1000
Biology 200 500 300 1000
Medicine 200 500 300 1000
Pedagogy 200 500 300 1000
Physics 200 500 300 1000
Philosophy 200 500 300 1000
Economics 200 500 300 1000

6 The experiment of the field of science classification

The comparative experiments on the effectiveness of two classical methods of field of science
identification and the collocation method proposed by the authors were conducted.

The task of the experiment is to classify the corpus of texts by field of sciences (without
taking into account the type of document). The calculated data is extracted using the previously
described text transformation models (vector, multiple, collocation).

The “exhaustive CHAID” algorithm using the Gini coefficient was chosen as the main al-
gorithm for building the decision tree. The choice of this algorithm is due to the complexity
of classification by more than 10 clusters at the same time, high accuracy [Fomin et al, 2018],
[Kang Y. et al, 2020], [Yang et al, 2020| and a decrease in the tree dimension because of non-
binary tree division algorithms.

The ratio of the training and test samples is 50%, without observing the proportions of the
cluster dimension. The maximum tree depth is 10. Due to the small number of objects, the
number of texts that can be located in the father node for division into child nodes is 2 objects.
The Pierson Chi-square test is used to check the hypothesis of finding common characteristics.
Since all indicators are relative, the node split significance criteria are 0.005. We studied the
influence of the setting “number minimum of objects in a node on the classification accuracy.

Table 2 shows data on the experiments which set the minimum number of objects in the
node of the decision tree algorithm: from 50 to 10 with a decrease of 5.



The accuracy of identification of the field of science is reflected based on the parameters of
three mathematical models of texts.

Table 2: The accuracy of the field of science identification

Minimum samples split | Vector model | Set-theoretic model | Set-theoretic
model with collo-
cation extraction

50 79,16% 70,80% 85,61%
45 79,85% 73,56% 88,15%
40 80,15% 75,10% 90,23%
35 82,56% 78,96% 91,83%
30 85,98% 80,73% 92,85%
25 88,98% 84,83% 95,15%
20 91,35% 87,25% 95,67%
15 93,15% 89,89% 97,80%
10 95,71% 92,51% 98,20%

This setting significantly affects the accuracy of the classification, due to the processing of
statistical outliers and the creation of the rules for a small number of unique texts.

The text models obtained using the collocation method showed better overall classification
accuracy compared with the vector and set-theoretic text representation models. The minimum
difference in accuracy between the methods has been achieved with the algorithm setting to
split node if at least 10 objects have fallen into it and it is 2.49% higher than the vector text
representation model has and is 5.59% higher than the set-theoretic model has.

The maximum difference in accuracy is 10,08% compared with vector model and 15,13%
compared with the set-theoretic model (with the algorithm setting to split node if at least 40
objects have fallen into it).

The average accuracy using collocation method has become 6,51% higher than using the
vector model and 11,32% higher than using the set-theoretic text representation model. The
greatest number of mistakes were made when identifying texts related to the field of “Jurispru-
dence”. The texts of Jurisprudence were included into the field of History, Philosophy and
Economics.

This mistake in identifying the field of science is due to the specifics of jurisprudence, which
includes Roman law, civil law, international law, criminal law, tax code, etc. Due to this feature,
some texts were included in similar clusters that use common terminology. From the classification
results table, it can be also seen the tendency of increasing the accuracy of classification, with a
decrease in the number of texts required to split a node into children nodes.

This tendency is due to the presence of statistical outliers, deviations in the content of texts,
as well as the detailing of individual groups of educational materials.

Table 3 shows the detailed results of the classification using a mathematical model of text
representation based on the set-theoretic text representation with collocation.

Table 4 shows the indicators and their values that were used by the algorithm of the ex-
haustive CHIAD decision tree construction method.

The results of the experiments indicate the effectiveness of the collocation method, which
was achieved through the use of more complex indicators, such as bigrams of parts of speech,
morphological features and syntactic characteristics.

To evaluate the significance of these indicators, we also decided to conduct additional re-
searches with settings, where the best result was obtained (the minimum number of samples



Table 3: Classification of educational materials by ten fields of sciences

]
> 3 %
S - = O I O < @‘ é
wn —~ o=
Field of science | E T 6 S é é) o i i = =
IT 493 0 0 1 0 0 2 1 1 2 98,60%
History 0 496 0 0 0 0 1 0 3 0 99,20%
Chemistry 0 0 |491] O 5 4 0 0 0 0 | 98,20%
Jurisprudence 0 6 0 [479| 1 0 2 0 7 5 1 95,80%
Biology 0] 3] 9014|201 0] 0] 0 |972%
Medicine 0 0 1 4 2 492 0 0 1 0 98,40%
Pedagogy 1 8 0 0 0 0 | 487 ] O 1 3 197,40%
Physics 0 0 1 0 0 0 0 498 0 1 99,60%
Philosophy 0 4 0 0 0 0 0 | 496 0 99,20%
Economics 0 2 0 2 0 1 1 1 1 | 492 | 98.40%

Table 4: Ten most important indicators while identifying field of science

No Indicator Value
1 Latin symbols per sentence 7,21
2 Numerals per sentence 6,81
3 Personal pronouns per sentence 6,74
4 | Noun in accusative form + verb 1-st form | 6,21
5 Noun + adjective 5,61
6 Adverbial participle per sentence 4,35
7 Participles per sentence 4,25
8 Adjective + unanimated noun 4,23
9 Adjective + animated noun 4,21
10 Adverb+adverb 4,09

required node is 10). Three experiments were conducted, with the removal of one of the signif-
icant indicators from the general dataset. When removing the “Latin characters per sentence”
indicator, the overall accuracy decreased by 8,68%, to 89,52%. Table 5 shows the most significant
10 recalculated indicators.

When removing the “Noun + Adjective” indicator, the overall accuracy decreased by 9,54%,
to 88,66%.

Table 6 shows the 10 most significant indicators.

When removing the indicator “Adverb + Adverb”, the overall accuracy decreased by 2,74%
to 95,46%. Table 7 shows the 10 recalculated most significant indicators.

As a result of three experiments considering the removal of indicators with different sig-
nificance, the accuracy significantly decreased, which indicates the importance of using these
indicators when classifying texts by field of science.

Three indicators include bigrams, the removal of which reduced the accuracy by from 2%
to 9%, and the CHAID algorithm itself replaced these indicators in the classification with other



Table 5: Significant indicators while building the tree  Latin symbols per sentence”

No Indicator Value
1 Numerals per sentence 9,02
2 Adverbs per sentence 8,07
3 | Noun in accusative form + verb 1-st form | 7,61
4 Participles per sentence 7,51
5 Average words length 6,82
6 Average sentence length 5,01
7 Personal pronouns per sentence 5,43
8 Noun + noun 5,02
9 Adjective 4+ animated noun 4,84
10 Adverb+Adverb 4,26

Table 6: Significant indicators while building a tree without indicator “Noun + Adjective”

No Indicator Value
1 Latin symbols per sentence 7,24
2 Numerals per sentence 6,85
3 Personal pronouns per sentence 6,79
4 | Noun in accusative form + verb 1-st form | 6,32
5 Adverbial participle per sentence 5,02
6 Participles per sentence 4,61
7 Adjective + animated noun 4,39
7 Adjective + unanimated noun 4,27
9 Adverb + adverbn 4,23
10 Noun + noun 4,02

Table 7: Significant indicators while building a tree without indicator “Adverb + Adverb”

No Indicator Value
1 Latin symbols per sentence 7,21
2 Numerals per sentence 6,82
3 Personal pronouns per sentence 6,78
4 | Noun in accusative form + verb 1-st form | 6,21
5 Adverbial participle per sentence 5,67
6 Participles per sentence 4,34
7 Adjective 4+ animated noun 4,31
7 Adjective 4+ unanimated noun 4,26
9 Noun + noun 417
10 Noun + adverb 4,15

bigrams. The extraction of indicators related to the use of parts of speech and their features from
the text made it possible to significantly increase the accuracy of classification when identifying
the subject field of educational material.



Experiments have shown the advantage of the model with collocation extraction in com-
parison with the two classical models. The obtained results indicate that the text representation
model based on the set-theoretic representation of the text with collocation is effective.

Conclusions

The use of a quantitative approach with collocation extraction allows to increase the accu-
racy of the subject field identification. The experiment results of the subject field identification
accuracy evaluation confirmed the effectiveness of the proposed modification of the set-theoretic
model of text processing.

Algorithms of frequency-morphological extraction of numerical indicators and the formation
of text indexes that reflect the frequency of individual parts of speech and n-gram parts of speech
use can be successfully used to identify the field of science. Experiments have confirmed an
increase in the total classification accuracy using collocation compared to the vector model of
text representation.

Using the set-theoretic model with collocation extraction allows eliminating some of the
disadvantages of the BERT data representation model that were identified earlier. In conjunction
with the methods of regression decision trees, the potential of text mining can be expanded.
We also plan to conduct further experiments aimed to analyse the accuracy of identifying the
emotional colours of messages
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