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Abstract. The article studies the development of recurrent neural networks. 
Various existing approaches to the construction of the architecture of recurrent 
neural networks, as well as their training, are considered. A new impulse neural 
model has been built using the so-called reservoir transformations. The research 
of this model, ranking and classification of its most significant indicators has 
been carried out. The main problem of pattern recognition is determined. The 
main indicators of the "black box" of the neural network have been identified. 
The degree of influence of these indicators on the development of a recurrent 
neural network has been practically proven. An algorithm for connecting neu-
ron impulses into a single whole has been developed. An example of the effec-
tive use of this algorithm for determining the problem of recognizing constantly 
changing network images is shown. 

Keywords: Recurring neural network, pattern recognition, neuron impulse, in-
put and output data, training function, resting potential, dumping potential, syn-
apse. 

1 Introduction 

The problem of pattern recognition is currently very relevant. There are many ways to 
solve this problem [1-2]. A very promising way to solve these problems is neural 
networks, namely, recurred neural networks with feedback. Due to feedback, input 
parameters instantly spread in the environment of neural networks. This leads to al-
most 100% learning capacity of networks and to the huge computational potential of 
recurring neural networks [3-4]. 

The search for solutions to problems associated with recurring neural networks be-
gan to be engaged in the second half of the last century. Now it is known about sev-
eral dozen recurring neural networks. In addition, there is also a sufficient number of 
means to address such challenges [5]. Most often, all tasks associated with recurred 
neural networks are divided into two types - controlled and unmanaged. 
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Controlled neural networks interact with each other for a while, and then come to 
the same equilibrium state [6]. This state is a multidimensional point of space that 
becomes a prototype of these networks. This point is the so-called "memory point" of 
the process. The nature of equilibrium points can be different: from more specific to 
more messy. Recurring neural networks are then called oscillatory and disorderly. 
Such networks lead to one common view of their neurons, which can be applied in 
problems of hierarchy construction and order of objects [7-8]. 

Recurrence neural networks of an unmanaged type develop as you like. They are 
based on the following: what comes at the input must be correctly converted at the 
output [9]. This principle combines unmanaged neural networks with conventional 
neural networks. As a result of training, this network distributes weights so that their 
total amount tends to zero[10]. 

There are a huge number of approaches to learning neural networks [11]. The bulk 
of them are approaches related to optimization methods, the main of which is the 
gradient method. A little stand alone is the method of training the machine. In addi-
tion, there are more modified methods of training the network [12]. 

Consider the algorithm for constructing the architecture of recurring neural net-
works. We describe the structure of the model, its constituent subsystems and ele-
ments, the connections between them. Let us highlight the main parameters affecting 
the functioning of the model as a whole, as well as the totality of parts. 

2 Materials and methods 

The neural network contains at its core the main set and a set of readers. Signals are 
input that, using special transformations, reach a state that helps them get out of the 
set in the form of functional dependencies. In this case, no pre-training of the network 
is required. The states into which the recurring neural network falls are displayed by 
special devices. These devices read the images of the network, comparing them with 
similar ones, as a result of which they correctly recognize objects. The solution to the 
problem of image recognition by a recurring neural network is shown in Fig. 1. 
 

 
Fig. 1. Black box diagram of a recurring neural network. 

The recurring neural network has a pulsed character. Its structure is three-
dimensional and obeys the stochastic law. The connection between the network com-
ponents is as follows [3]: 
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The formula describes the relationship between two neurons a  and b ; the distance 
between them is indicated through ( , )D a b ; the relationship between neurons is ex-

pressed through the parameter  ; compactness of relationships represents quantity 
( , )C a b , it depends on the types of neuron, which are most often two. 

We investigate in more detail each of their subsystems of recurring neural net-
works. 

The first kind of neurons is associated with impulse characteristics of the process. 
Messages are sent to the network input both in analog form and in pulse form. In ad-
dition, the network is in an excited state due to external noise interference of the sys-
tem [12, 13]. 

The model of this kind itself is very easily characterized by differential equations 
of the first or second orders. The most common dependency with which the study 
model is depicted is as follows: 

vdv v restC iextdt R R
    (2) 

Here vrest  characterizes the resource neuron; R  - this is the physical resistance of 

the device; iext  - this is the pulse applied to the network input. 

The process of excitation of the network is as follows: after the resource of the 
neuron has approached its critical value  , powerful pulse emission occurs. Neuron 

resource decreases to magnitude vrest , the neuron becomes immune to external in-

teractions, and the state of the neuron itself is described by the magnitude Trefrac . 

These models are a symbiosis of Izhikevich models [5] and models of the Hodg-
kin-Huxley type. In addition, they can be a modification of other types of models. 
Typically, an analytical model entry has the differential equation itself or a system of 
differential equations and a boundary condition. The differential equation has the 
form: 
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And the boundary condition looks like this: 

if 30, then ,v v c u u d     (4) 



Here v  - is the neuron resource; magnitude u  describes oscillatory processes; iext  

- this is the input value; t  - this is a time characteristic; a , b , c , d  - different com-
ponents of the model. 

The configuration of recurring neural networks consisting of pulsed neurons is 
quite different. It depends on the number of neurons, as well as the timing of the 
pulses. For example, more complex models such as Hodgkin-Huxley consist of an 
average of 50 neurons, Izhikevich models already have about a thousand neurons, and 
excitatory models contain many more neurons [6]. 

Recurved neural networks described by pulses have synthetic connections. These 
links have a number of drawbacks. 

First, only the impulse drives the response of neurons, the rest of the time they are 
passive. Second, impulse response always occurs with little delay in time. 

Current in these models ipost , following pulses, can be described by an indicative 

function, which decreases monotonously. This function has the form: 
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Here wchem  characterizes the relationship of pulses; ti  - this is the time charac-

teristic of the i  - pulse; delay  - this is a late function; 1( )t ti delay   – a multi-

level Heaviside dependency that changes its value from zero to one at each time point 

ti delay ; time parameter syn  describes the gradient of decrease of the indicative 

function. 
Sometimes more complex models are used, taking into account other types of 

pulses. So, the previous moments of time take into account the so-called developing 
pulses [7], which process the input and output displays taking into account their pre-
history. So-called flexible pulses [6] are able to adapt their flexibility according to the 
Hebb algorithm, which allows increasing the amplitude of pulse propagation where 
neurons show their hyperactivity. 

To recode information from the inputs and outputs of a recurring neural network, 
there are many ways. The main ones process information from continuous to discrete 
or from discrete to continuous using special converters. These transducers are based 
on synchronous methods. These devices analyze the development of the network and 
significantly simplify the process of solving problems. 



3 Results 

To solve the problem, let's classify the parameters of the neural network. 
Mostly parameters are divided into three classes. The first class characterizes the 

input characteristics of the network. They consist of images that are compared to 
known or similar presented. These features are distinguished by their properties. De-
pending on their properties, features give greater or lesser convergence to zero during 
pattern recognition. 

The second class of parameters is associated with emitted pulses of the neural net-
work. They also have certain properties that allow you to recognize images to one 
degree or another. 

You can construct a mathematical function of the effect of pulses on pattern recog-
nition parameters. It will depend on the number of network elements n n n nnrn x y z , 

neuronal interconnectedness parameter  , number of connections from network input 
to network output pvh , neuronal concentrations ( , )C a b , cognitive weights 

( , )intW a b  and non-cognitive ( )W avh  parameters, distribution of number of differ-

ent-level neurons pinh  and noise immunity pnoise . 

Models can be both simpler and more complex. Noise resistance inoise  and 

boundary conditions 0v  are considered the main characteristics of both models. 

IaF models are divided into two types: with and without loss. The main characteris-
tics of such models are as follows: time constant  , moment of unresponsiveness 

Trefrac , static vrest , ejection vreset  pulses, critical value  . Izhikevich models are 

defined by characteristics a , b , c , d . More complex models define their parameters 
more strictly. 

The main characteristics of their interaction are described by the following values: 

target function ( , )intW a b  and delay parameter delay . Electrical pulses occur in-

stantaneously, so 0delay  . Dielectric pulses appear wave-like and are described 

by a time constant syn . Impulses with development are characterized by a tuple U , 

D , F . Flexible pulses describe their objective function maxw  as the smallest differ-

ence of the synapse minw  and using the time characteristic Tforget . 

The specificity of flexible pulses is that learning the neural network in this case can 
occur without a teacher. Then the following values must be entered into the recurring 

neural network: time characteristic Tlearn , learning dependency ( )f tw   and its 

components. The constraint is best approximated by an indicative function that con-

tains values 0X LTP , TLTP , 0X LTD , TLTD , a hyperbolic function containing 



values ALTP , ALTD , maxT , minT  or a Gauss curve consisting of values C ,  , 

maxF , B , maxT , minT . 

The third class of parameters is associated with special devices, the so-called net-
work readers. These devices can perform various functions and tasks. So, some of 
them process the input signal into a stream, which allows you to further solve the 
problem of recognizing an object. Others change the nature of the signal from discrete 
to continuous. Others monitor output flow conversions. Fourth calculate the necessary 
values of the flow of neurons. Ultimately, all of them are aimed at solving the prob-
lem. 

All the above types of pulses of the recurring neural network can be arranged ac-
cording to the contribution that they leave when solving the problem of pattern recog-
nition. The input data contains the signal supply method, the types of transformations, 
the nature of the transformations, the complexity of the network, the dimension of the 
signal display. 

Method of signal supply depends on initial conditions and includes analog and 
pulse signals. Signal conversion takes place according to a kind of algorithm and 
contains various conversion parameters. The nature of the transformations can be fast 
and slow, random and deterministic. Network complexity may or may not be present 
at all, or it may be simple and complex enough. The dimension of the signal display is 
classified into a dimension in space depending on the inputs and a dimension in time 
depending on the duration of the signal presentation. 

The "black box" of the neural network itself is characterized by the connectivity of 
neurons, the type of components, the type of connections, as well as the function of 
learning.  

Connectivity is divided into internal, depending on the midline, communication 
density, communication strength, percentage of suppressive elements, noise in the 
network, and external, depending on the percentage of connections of incoming neu-
rons and the strength of connections of neurons. Network element types depend on 
neuron model. The types of connections are due to the synapse model and depend on 
the delay and strength of the connection. In addition, they are of electric form (when 
the delay is zero) and static form, characterized by a constant attenuation time. The 
training function depends on the training period and is ranked by exponential, thresh-
old, and Gauss curve. 

Neuron models are models of integration (or excitation), Izhikevich models, or 
other more complex species. The synapse model is divided into chemical-dynamic 
(used at rest) and chemical with plasticity. 

Neural network reader performs functions of pulse analysis, classification and clus-
tering. 

There are completely different neurons on different layers of the network. To put 
them together, you need to put together over thirty parameters. The most optimal 
parameters should be given as many feature values as possible, but the most invalu-
able and weak ones should be given at most one feature value. 

The ranking of the parameters of the recurrent neural network made it possible to 
determine the approach to their analysis. There are interdependent parameters, and 



there are isolated from each other. Interdependent parameters need to be correlated 
together, but isolated parameters can be correlated separately. In addition, some pa-
rameters can have a stronger effect on the learning process of the network, while oth-
ers less. Let's designate them as variable (the most important parameters), adjustable 
(less important parameters) and fixed, which makes no sense to vary. 

The parameters of the first group are characterized by internal connectivity 

,intC W Pinh   , external connectivity parameters Pvh , Wvh , noise parameters 

pnoise , inoise  and a reader treadout . 

The second group is determined by the number of neurons nnrn , IaF parameters of 

neurons  , Trefrec , parameters of Izhikevich neurons a , b , c , d , synapses syn , 

training time Tlearn . 

The third group has the following features: the number of inputs nvh , the delay pa-

rameter in synapses delay , the parameters of dynamic synapses U , D , F , the 

parameters of synapses with plasticity minw , maxw , Tfoget . 

The inner part of the "black box" of the neural network is set by such parameters 
that could recognize a moving image. This task is more complex and is part of a 
common object recognition task. The main idea of the problem is as follows: the net-
work must compare the images with those already known to ensure that the recogni-
tion error tends to zero. This error is generally calculated as the deviation between the 
output images and the reference ones [12]. 

In the model under consideration, a complicated recurrent neural network takes 
place - this is due to the peculiarities of the image at the input of the network, its 
structure. 

Thus, it is necessary to introduce the tuning criteria for the neural network being 
built. To take into account the dynamics of the neural network, the parameters must 
be of long duration, but with the final result. And to take into account the speed of the 
neural network's reaction to pattern recognition, it is necessary to consider the pa-
rameters reflecting the difference in the neural network's response to images supplied 
to the input. 

4 Discussion 

For experimental testing of the constructed recurrent neural network, a certain proce-
dure was formed. At the first stage, a test set of input images that are uncorrelated 
with each other is built. Further, the possible boundaries of the reservoir parameters 
were indicated, experimental studies with their combinations were carried out, and 
thus quality indicators were obtained. At the same time, the parameters were divided 
into fixed and dynamic, depending on their degree of influence on the indicator. Ac-



cording to this algorithm, all quality indicators were checked until all the relationships 
between the parameters were obtained.  

During the experiment, two studies of a recurrent neural network were carried out: 
with integration and actuation neurons and Izhikevich neurons [14]. 

The results of the first study confirmed the assumptions about taking into account 
the dynamics of the neural network. It passes from fading memory to non-fading 
memory, and a decrease in the noise boundary leads to a decrease in the characteris-
tic. It was found that if there is no suppression, then persistent memory appears at a 
connectivity from 0.02 to 0.025. 

In the second study (Izhikevich neurons), no noise was applied to the input of the 
neural network, this is due to the characteristics of the neurons for which the input 
signal is important. It was fed with a delay of 0.1 s from the starting point. Another 
important point is the study of the trigger pulse of the neural network, which propa-
gates to each neuron. And here the conditions of the reference point are important, 
they correspond to the equilibrium points. 

If we consider the situation of the absence of suppressive neurons, then some pat-
terns emerged here: 

1) The speed of reaction of the neural network depends on the speed of the sequen-
tial increase in the supplied pulse frequency and their attenuation in the end; 

2) The typed reaction speed of the neural network is uneven, since the impulse cre-
ated by the neurons at the input decays for a few milliseconds, and then the network 
comes into dynamics; 

3) The completion of the excitation of impulses by neurons is influenced by the 
scheme of a recurrent neural network, its division into regions. Since, usually, the 
fading of the network reaction rate occurs in smaller connected areas that unite inter-
connected neighboring neurons [15]. 

Consider the strength of the influence of suppressive neurons. A recurrent neural 
network responded only to the input impulse if it had suppressive neurons in the cir-
cuit and did not consist of excitatory neurons. Consequently, the activity of the neu-
rons themselves was close to zero. In the presence of excitation and suppression neu-
rons with different quantitative composition in the neural network scheme, the neural 
network response rate was explained by their percentage, the strength of their connec-
tion W  and the density value C  [16-17]. 

Thus, the neural network responded to an increase with an increase in the propor-
tion of excitation neurons and, accordingly, a decrease in the proportion of suppres-
sion neurons. At the same time, the following features of the speed of the neural net-
work's reaction to the initial impulse were observed: 

1) The reaction of suppressive neurons approached completion with an increase in 
the strength of the connection W  between suppressive neurons; 

2) The reaction rate of excitation neurons directly influenced the response of sup-
pression neurons in the case of transmission of communication from excitation neu-
rons to suppression neurons; 

The nature of this process is explained by the fact that the input impulse sets two 
types of impulses: one goes from excitation neurons and to subsequent neurons, the 
other - from suppression neurons and further. In this case, there is no connection be-



tween excitation neurons, therefore the impulse does not propagate, but there is a 
connection with suppression neurons, therefore, the impulse can go to them. Accord-
ingly, if the connection between these types of neurons is interrupted, then the reac-
tion rate will be of a different nature. 

By themselves, suppression neurons are inactive, but when there is a connection 
with excitation neurons, they begin to send impulses and come into excitement. At the 
same time, excitation neurons do not affect themselves like these. This suggests that 
the slow response rate of excitation neurons generates an enhanced response of sup-
pressive neurons. 

3) The reaction rate of the neural network is most strongly manifested in the con-
nections between the suppression and excitation neurons, as well as in the inverse 
relationship. In this case, a slowdown of suppression neurons occurs if there is no 
relationship between excitation and suppression, and the suppression neurons them-
selves do not affect the excitation neurons in any way. In the case of backward propa-
gation of communication, to excitation from suppression, the activity of excitation 
neurons remains at the same level, that is, suppression neurons do not affect them. If 
we judge the magnitude of the network reaction speed by the action of these types of 
communication directions, then in general it decreases [18]. 

The process of studying the further dynamics of the network showed that the neu-
ral network built on these principles reacts at the same speed to irritating impulses, 
this was especially clearly manifested after 0.4 s from the start of the impulse. 

Research has shown that: 

─ Neurons of suppression and excitation have a joint effect on the reaction rate of the 
neural network after the impulse; 

─ The state of rest and coming into the activity of the network directly depended on 
the speed and strength of the stimulation of this type of neural network, the time of 
excitation is in direct relationship with the recovery time of the network [19]; 

─ The number of acting impulses does not have a significant effect on the neural 
network, since the launch of one impulse has already brought the recurrent neural 
network into activity for a fraction of a second; 

─ The reaction of the neural network to the next impulse is explained by the time of 
the given triggering impulse. That is, the network reaction speed will be practically 
absent if the excitation pulse is applied after the network is restored or during its 
initial period. In the case of an impulse, the closest to the end of the recovery pe-
riod of the network, the reaction rate will be opposite to the previous state; 

─ The network reaction speed directly depends on the density of connections. In the 
presence of areas with an increased density of connections from excitation neurons 
to similar ones, the reaction of the entire network will be similar in character to the 
reaction between these neurons. That is, excitation neurons determine the nature of 
the network activity, and only they determine its further dynamics [20-21]; 

─ The relationship between suppression and excitation explains the constancy of the 
active state of the neural network. If the proportion is higher in the direction of ex-
citation links, then the reaction will manifest itself in a solitary and long-term state. 



Next, let's look at the effect of noise. We will feed noise of varying intensity to the 
input of the neural network. And it can be noted that with a value of the link strength 
indicator of 0.01 and a uniformly distributed ratio of links, the dynamics of the neural 
network will be characterized by a random distribution of parameters. 

In this case, several points can be highlighted: 

─ The more pulses we launch into the network, the greater the response to noise we 
will get; 

─ As for any random process for the network, there are limiting values of the noise 
power indicator, crossing the boundaries of which the network ceases to perform 
the recognition function; 

─ A stable value of noise at a low level allows to increase the reaction speed of an 
impulse recurrent neural network. This dependence is explained by the fact that 
noise forces the network to be in a constant state of readiness to recognize input 
patterns. 

A series of experiments made it possible to create a dynamic pattern recognition 
scheme: 

1) Setting the method for submitting data to the input; 
2) Determination of dynamic and static parameters of the network, types of neu-

rons and synapses, selection of dynamic parameters to achieve the optimal research 
goal; 

3) Selection of parameters and conversion schemes based on the dynamics of the 
network; 

4) Evaluation of the obtained indicators and their comparison with the parameters 
specified in the research objectives. 

5 Conclusion 

For the investigated neural network with feedback between neurons, different layers 
of neurons determined the leading characteristics, their order in the general scheme. 
Parameters have been divided into several types: dynamic, static, and custom. This 
division is explained by the degree of the contribution made to the operation of the 
neural network, the nature of their interaction, the network's response to communica-
tions and work with readers. At the same time, for each characteristic, a boundary 
value is indicated that explains the speed of the network's reaction. 

The preparation procedure for solving the problems of pattern recognition is indi-
cated, the procedure for selecting the data supplied at the input and received at the 
output of the neural network is determined. This is especially true for manually 
untagged images. 

It is proposed to distinguish more complex and less complex recurrent neural net-
works by the type of indicators that form the network. Based on the complexity of the 
practical problem, it is necessary to model the corresponding degree of complexity of 
the neural network used for the solution. 



The practical part of the study was aimed at comparing the network parameters that 
make up the model of impulse neural networks with integration and trigger neurons 
and that are dependent on the input signal by neurons. As a result, criteria were ob-
tained that explain the reaction rate of the neural network according to the values of 
the indicators that make up the network diagram, the strength of the connection, the 
ratio of suppressive and excitatory neurons, the presence and value of the noise indi-
cator. 

The above analysis can be used to solve a number of computer vision problems 
even before the construction and training of a suitable network, at the stage of its 
modeling. This approach will significantly reduce time and financial costs. 
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