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Abstract

This paper presents the contributions of the UPV-Symanto team, a collaboration between Symanto

Research and the PRHLT Center, in the eRisk 2021 shared tasks on gambling addiction, self-harm de-

tection and prediction of depression levels. We have used a variety of models and techniques, including

Transformers, hierarchical attention networks with multiple linguistic features, a dedicated early alert

decision mechanism, and temporal modelling of emotions. We trained the models using additional train-

ing data that we collected and annotated thanks to expert psychologists. Our emotions-over-time model

obtained the best results for the depression severity task in terms of ACR (and second best according

to ADODL). For the self-harm detection task, our Transformer-based model obtained the best absolute

result in terms of ERDE5 and we ranked equal first in terms of speed and latency.
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risk detection, depression, self-harm, pathological gambling, social media, hierarchical networks, trans-
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1. Introduction

The availability of user-generated texts on social media such as Reddit and Twitter, makes it

possible to organize an early reaction to risks and threats as these are mentioned in conversations

between users. It has been shown that social media language data can be used for detecting

natural risks such as floods and earthquakes [1], predicting public health issues such as influenza

[2], and analyzing riots and protest events [3]. In this work, we focus on predicting individual

risk of mental disorder, within the contest of our participation to the eRisk 2021 CLEF evaluation

campaign [4]. We participate in all the three shared tasks proposed by the organizers: Early

Detection of Signs of Pathological Gambling (Task 1), Early Detection of Signs of Self-Harm
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(Task 2) and Measuring the Severity of Signs of Depression (Task 3). All three tasks are framed

as author profiling tasks, i.e., some personal characteristics of an author have to be inferred

from their writings.

Task 1 For Task 1, we built a system for classifying Reddit users as potential pathological

gamblers based on their writings. This task was organized as an "only-test" task, with no

training data released by the organizers. The test data is collected from Reddit following the

procedure described in [5]. All the texts contained in the dataset are in English. Before the

system submission deadline, no other information about the test data is known. Since the task

focuses on early detection of signs of pathological gambling, the evaluation metrics take into

account the number of posts processed before providing a positive prediction for each user.

Task 2 For this task, participants were asked to develop a system for predicting early signs

of self-harm. The task was framed as a binary classification task (self-harm, no self-harm). As

for Task 1, the data consists of Reddit comments in English, collected following [5]. For this

task, the organizers provided a training dataset with posts from 763 labelled users, of which 145

belonging to the positive (i.e., self-harm) class. This task is evaluated in the same way as Task

1.

Task 3 In contrast to both Task 1 and Task 2, Task 3 is not focused on early prediction,

but on estimating the severity of the users’ depression. As for Task 1 and Task 2, the data

source is Reddit and all the texts are in English; for each Reddit user in the dataset (90 in total),

the organizers collected their Reddit post history; furthermore, the organizers provided the

answers to a depression questionnaire as filled by each user included in the dataset. The goal of

Task 3 consists in estimating users’ response to the questionnaire given their history of Reddit

comments.

We approached the three tasks using a combination of neural models and manually engineered

features, developed by domain experts. We collected additional data from Reddit and hired

expert psychologists to annotate it. We obtained the best results in Task 2 and Task 3 according

to several key metrics.

2. Data

We train our models in a supervised fashion using all the data released by the organizers. In

addition to that, we augment the released training splits by collecting additional data from

Reddit.
1

For Task 1, we build a training and development set from scratch, since no data was

released by the organizers for this task. We follow the strategy described in [5] and run a series

of queries looking for occurrences of the following strings in all of Reddit:

• I was diagnosed with depression
• [I am]|[I’m] a problem gambler
• [I am]|[I’m] addicted to gambling

We then collect all the comments and submissions from all the Reddit users who posted a

text matching the queries. Furthermore, we collect all the comments and submissions posted to

1

We use the PushShift API [6].

https://pushshift.io/


a manually compiled list of subreddits.
2

We collected in total approximately 16 million texts.

Data Annotation Since we ran our initial queries against all of Reddit and since we collected

indiscriminately all the posts and comments posted to specific subreddits, we expected the data

to be noisy and to contain a lot of false positives.
3

Considering the large size of the collected

dataset, sampling a random portion of the data for annotation would have probably lead to

a highly imbalanced label distribution. For these reasons, we adopted a "search as labelling"

approach: all the data was dumped into a PostgreSQL database [7] and indexed using trigrams,

allowing annotators to use their expertise for finding instances of the positive and negative class

using free text queries. Two psychologists were hired to annotate the collected data. Annotators

used the criteria provided in the Diagnostic and Statistical Manual of Mental Disorders (DSM-5)

for each task assigned for each disorder; gambling disorder, non-suicidal self-injury, and major

depressive disorder [8]. To annotate instances for the control groups, we used two different sets

of labels. We used one (definitely-no-gambler and definitely-no-self-harm) for

instances whose authors can safely be classified as a part of the control group, e.g., requests for

help for someone other than the post author or news articles using a vocabulary that partially

overlaps with the one used in the target group (e.g., articles on financial investment risk): when

such an instance is found, we automatically labeled all the text from its author with the same

label. We believe these instances to be the most challenging for the models. Another set of labels

(maybe-no-gambler and maybe-no-self-harm) is used to annotate those instances that do

not belong to the positive class, but nothing can be safely inferred about the author: in this

case, we don’t label all the texts from the same author as belonging to the negative class. Table

1 shows the label distribution in the annotated dataset. The most common feedback from the

annotators involved the comorbidity issue. Accordingly, in all three tasks, respective disorders

were observed to be co-occurring with signals from other types of disorders. For instance, in

the depression task, it was observed that signals for anxiety disorders, post-traumatic stress

disorder, and self-harm would commonly co-occur. While alcohol and drug addiction were the

major comorbid conditions in the gambling task, self-harm was accompanied by depressive and

anxiety signals. In some cases, the signals from the co-occurring conditions might have been

stronger in text and led to misclassifications. Although this may be considered as a hindering

effect for the training of the models, it in fact showcases the real-time conditions. Comorbidity

of disorders is a common issue in mental health conditions [9]. Thus, this observation in our

dataset is quite expected, and suggests that the models developed for such tasks should reflect

this scenario.

3. Task 1: Early Detection of Signs of Pathological Gambling

We approach Task 1 in two steps. First, we train a text classifier on each text of each user inde-

pendently, propagating the users’ labels (e.g., pathological gambler or not pathological gambler)

to their writings, assuming that the information contained in a single post can potentially be

2

Each subreddit is a forum dedicated to a particular topic. The complete list of crawled subreddits can be found

in Appendix A.

3

For example, we noticed that many submissions on depression-related subreddits are from people asking for

help for their loved ones instead of being ill themselves.



Table 1

Overview of the label distribution in the in-house annotated dataset. For task 2, these data was merged

with the official dataset released by the organizers.

Task Label # posts # users

Task 1

gambler 3143 722

no gambler 1655 178

Task 2

self-harm 104 28

no self-harm 209 18

enough for classifying its author. Second, we build an alert-emitting system which computes

the probability of a user being ill based on the averaged probabilities assigned to each processed

post. To develop the models we use our manually annotated corpus.

3.1. Models

3.1.1. Transformer Model with Alert-Emitting System

For modelling task 1, we train a Transformer-based text classifier using a pretrained, small

English uncased Bert model [10, 11].
4

We report the hyper-parameter settings in Appendix B.1.

To build the alert-emitting system, we followed the work of the participants that obtained

the best results in the 2020 edition of this shared task [12]. The system emits a risk alert if the

average probability of the positive class is higher than a certain value 𝜃, having considered a

number of user posts between a minimum and maximum 𝜓 and 𝛿, respectively. We find the

best values for 𝜃, 𝜓, and 𝛿 according to 5 key metrics using a black-box optimization approach

based on a Gaussian process.
5

We tuned an early alert decision maker for each of these metrics:

F1-score, latency-weighted F1-score, ERDE5, ERDE50, and an equally-weighted combination

of all of them. Table 2 highlights the results. The models differ only with respect to 𝜃, 𝜓, and 𝛿.

Table 2

Development results for Task 1, with the automatically optimized hyper-parameters for the alert-

emitting system: minimum number of posts (𝜓), maximum number of posts (𝛿), minimum threshold

for emitting a prediction (𝜃). The bold values in each column denote the optimized metric.

model 𝜓 𝛿 𝜃 P R F1 latencyF1 ERDE5 ERDE50 normavg

UPV-Symanto 0 1 5 0.20 88.32% 96.56% 92.25% 92.61% 3.86% 3.51% 94.38%

UPV-Symanto 1 1 50 0.21 88.49% 96.31% 92.24% 92.59% 3.96% 3.61% 94.32%

UPV-Symanto 2 1 89 0.38 43.78% 79.28% 56.41% 56.63% 13.59% 11.03% 72.10%

UPV-Symanto 3 1 5 0.25 37.26% 88.29% 52.41% 52.61% 11.72% 11.47% 70.46%

UPV-Symanto 4 1 50 0.35 42.01% 82.88% 55.76% 55.98% 13.61% 10.76% 71.84%

4

Specifically, we use the bert_en_uncased_L-2_H-128_A-2 model available from the https://tfhub.dev model

repository.

5

We use the implementation available in scikit-optimize.

https://tfhub.dev/tensorflow/small_bert/bert_en_uncased_L-2_H-128_A-2/2
https://scikit-optimize.github.io/stable/


3.2. Evaluation and Results

The official evaluation setup of Task 1 is composed of two set of metrics: one for a decision-based
evaluation and one for a ranking-based evaluation. The decision-based evaluation provides an

estimation of models’ performance at classifying at-risk users, while ranking-based evaluation

is used to asses the goodness of a model at sorting users by their level of risk. For the decision-

based evaluation, the standard classification metrics are used, i.e., precision (P), recall (R) and

f-measure (F1), together with a set of metrics which take into account the time required to

emit an alert. We measure classification performance considering the number of posts required

to emit a correct prediction for each user (using ERDE5 and ERDE50, requiring 5 and 50

posts respectively) and considering the number of writings required by a system for finding

true positive instances (using latencyTP and latency-weightedF1). Table 3 shows the official

results as computed by the organizers on the test set. A detailed description of the metrics

can be found in [5] and [13]. The ranking-based evaluation is conducted using the 𝑃@𝑁 and

𝑁𝐷𝐶𝐺@𝑁 metrics.
6

Table 3

Decision-based evaluation for Task 1. For comparison, we include the runs that obtained the best results

in each metric, as reported in [4].

run P R F1 ERDE5 ERDE50 latencyTP speed latencyF1

UPV-Symanto 0 .422 .415 .077 .088 .087 1 1 .077

UPV-Symanto 1 .420 .457 .074 .097 .091 1 1 .074

UPV-Symanto 2 .030 .238 .053 .093 .091 1 1 .053

UPV-Symanto 3 .035 .409 .064 .098 .097 1 1 .064

UPV-Symanto 4 .028 .256 .051 .098 .095 1 1 .051

UNSL 2 (Best) .586 .939 .721 .073 .020 11 .961 .693

RELAI 0 (Best) . 138 .988 .243 .048 .036 1 1 .243

4. Task 2: Early Detection of Signs of Self-Harm

We experimented with two types of models for approaching Task 2. The first model mirrors

our work for Task 1, using a Transformer model to classify each post individually and then

predicting a label for a user based on the probabilities assigned to their writings. A second

model consists of a hierarchical LSTM-based architecture with attention (HAN) using a set of

hand-crafted features. For both types of models, at inference time we use the alert-emitting

system described in Section 3.1.1. Runs UPV-Symanto 0, 2 and 3 are based on HAN, while runs

UPV-Symanto 1 and 4 are based on a Transformer.

6

We don’t report here on the official ranking-based evaluation for Task 1, since due to a bug our model always

predicts the negative class and thus all the metrics are equal to 0.



4.1. Models

4.1.1. Transformer Model

The Transformer-based architectures that we use for modelling Task 2 are the same that we

used for Task 1, with the same hyper-parameters described in Appendix B.1.

4.1.2. Hierarchical Attention Network with Composite Features

In Task 2, we used a Hierarchical Attention Network (HAN)[14] with multiple linguistic features.

Here we describe the features used, the experimental setup and the network architecture.

Content features. We include a general representation of text content by transforming

each text into word sequences. Preprocessing of texts includes lowercasing and tokenizing,

removing punctuation and numbers; function words are not excluded. Most frequent 20,000

words were selected to form the vocabulary, and words not in the vocabulary were represented

as a special "unknown" token. When passed as input to the neural networks, words within a

sequence were encoded as embeddings of dimension 300. In order to initialize the weights of

the embedding layers, we started from pre-trained GloVe embeddings [15]
7
.

Style features. We aim at representing the stylistic level of texts through including function

word and pronoun features. Function words have traditionally been used as stylistic markers,

whereas increased use of pronouns, especially first person pronouns, has been shown to correlate

with mental disorder risk [16]. We include two separate stylistic features: firstly, we extract

from each text a numerical vector representing function words frequencies as bag-of-words.

We complement these with features extracted from the LIWC lexicon [17], including pronoun

usage and other syntactical features, as described below.

LIWC features. The LIWC [17]
8

is a lexicon mapping words in the English vocabulary to

lexico-syntactic features of different kinds. It has been widely used in computational studies for

analysing how suffering from mental disorders manifests in authors’ writings. LIWC categories

have the capacity to capture different levels of language: including style (through syntactic

categories), emotions (through affect categories) and topics (through content-oriented categories

such as words referring to cognitive or analytical processes, or words referring to topics such

as money, health or religion). We use LIWC 2015 and include in our analysis all 64 categories in

the lexicon, and represent them as numerical vectors by computing for each category the ratio

of words in a text that are related to the category, according to the lexicon.

Emotions and sentiment features. We dedicate a few features to represent emotional

content in our texts, since the emotional state of a user is known to be highly correlated with their

mental health. Several of the LIWC categories aim to capture sentiment polarity and emotion

content (negative emotion, positive emotion, affect, sadness, anxiety). We additionally include

a second lexicon, the NRC emotion lexicon [18], which is dedicated exclusively to emotion

representation, containing 8 different emotion categories, as well as the 2 sentiment categories:

anger, anticipation, disgust, fear, joy, negative,positive, sadness, surprise, trust.9 We represent

7

http://nlp.stanford.edu/data/glove.840B.300d.zip

8

http://www.liwc.net/

9

Time limitations at the inference stage prevented us from using the more sophisticated sentiment and emotion

model available through Symanto’s Text Analysis API (https://www.symanto.com/api/), which we intend to explore



Figure 1: Hierarchical attention network architecture.

NRC features similarly to LIWC features, by computing for each category the proportion of

words in the text which are associated with that category.

Experimental setup. We trained our models on the eRisk 2020 [19] training data for

the self-harm task. For one of the models (UPV-Symanto 3), we used transfer learning by

first pretraining all the model’s parameters on eRisk data annotated for anorexia [20], and

subsequently training them on the self-harm data.

During the training phase, we do not consider social media posts individually as datapoints,

since they are too short to be sufficiently predictive. Instead, we generate our datapoints by

grouping sequences of 𝑐 chronologically consecutive posts into larger chunks, to obtain more

consistent samples of text as our datapoints. Features are computed at chunk-level. We use

different values for 𝑐: UPV-Symanto 0 uses chunks of 80 posts, while UPV-Symanto 2 uses 10

posts per chunk, and UPV-Symanto 3 uses 50 posts per chunk.

Hierarchical Attention Network. Hierarchical attention networks were introduced in [14]

where they were used for review classification, by representing a text as a hierarchical structure

where a document is comprised of sentences and a sentence is comprised of words. We propose

that social media data in our setup is well suited to such a hierarchical representation; in our

case the hierarchy consists of user post histories, which are composed of social media posts,

which are in turn composed of word sequences. Especially since the evolution of the mental

state of a user is in itself a relevant indicator for the development of a disorder, as shown in [21],

user-level representations are expected to be natural and useful for modelling this problem.

In the hierarchical setup, posts within a chunk (datapoint) are stacked to form a hierarchical

structure: word sequences (truncated at 256 words), as well as the rest of vectorial numerical and

bag-of-words features, are stacked to form bi-dimensional vectors. Bag-of-words and numerical

features also follow a hierarchical structure, with a set of features extracted for each post in the

group, and stacked together into bi-dimensional vectors. The hierarchical network is composed

in future work.



of two components: a post-level encoder, which produces a representation of a post, and a

user-level encoder, which generates a representation of a user’s post history. Each of the posts

in the input datapoint is encoded with the post-level encoder, and then they are stacked to form

a bi-dimensional representation, which is then concatenated with the other features, and passed

to the user-level encoder. We choose to model the user-level encoder as an LSTM layer with

attention, with 32 units. The output of the user encoder is connected to the output layer which

generates the final prediction. A depiction of the hierarchical architecture is shown in Figure 1.

We use batch normalization and L2 regularization. Binary cross-entropy is used as a loss

function. More details on the network’s configuration are found in the Appendix.

Table 4

Development results for Task 2, with the automatically optimized hyper-parameters for the alert-

emitting system: minimum number of posts (𝜓), maximum number of posts (𝛿), minimum threshold for

emitting a prediction (𝜃). The bold values in each column denote the optimized metric. H: Hierarchical

Attention Network; T: Transformer model.

model 𝜓 𝛿 𝜃 P R F1 latencyF1 ERDE5 ERDE50 normavg

H UPV-Symanto 0 5 46 0.40 66.30% 60.60% 63.3% 62.60% 17.90% 11.60% 74.10%

T UPV-Symanto 1 1 5 0.05 53.70% 62.50% 57.80% 58.0% 12.80% 12.50% 72.63%

H UPV-Symanto 2 1 50 0.05 61.70% 63.50% 62.60% 62.60% 14.0% 11.40% 74.93%

H UPV-Symanto 3 4 100 3 53.90% 73.10% 62.00% 61.60% 17.70% 10.5% 73.86%

T UPV-Symanto 4 3 100 0.10 44.60% 75.00% 55.90% 55.70% 16.00% 12.30% 70.848%

4.2. Evaluation and Results

The evaluation of task 2 mirrors exactly the setup of task 1. Table 4 reports the development

results and Table 5 highlights the official results on the test set as released by the organizers.

Table 5

Official test results for the decision-based evaluation for Task 2.

run P R F1 ERDE5 ERDE50 latencyTP speed latencyF1

H UPV-Symanto 0 .307 .678 .422 .097 .051 5 1.0 .416

T UPV-Symanto 1 .276 .638 .385 .059 .056 1 .996 .385

H UPV-Symanto 2 .313 .645 .422 .072 .053 2 .984 .420

H UPV-Symanto 3 .301 .770 .433 .089 .044 5 .992 .426

T UPV-Symanto 4 .198 .711 .310 .082 .063 3 .961 .307

UNSL 4 (Best) .532 .763 .627 .064 .038 3 .992 .622

Birmingham 2 (Best) .757 .349 .477 .085 .07 4 .988 .472

CeDRI 2 (Best) .105 1.0 .19 .096 .094 1 1.0 .19

5. Task 3: Measuring the Severity of Signs of Depression

Task 3 consists of filling a questionnaire with 21 questions related to the user’s mental state

from the user’s Reddit post history.



Table 6

Ranking-based results for Task 2 computed using 1 and 10 posts per users.

# writings run P@10 NDCG@10 NDCG@100

1

H UPV-Symanto 0 0.8 0.83 0.53

T UPV-Symanto 1 0.8 0.88 0.5

H UPV-Symanto 2 0.8 0.82 0.55

H UPV-Symanto 3 0.6 0.7 0.51

T UPV-Symanto 4 0.9 0.93 0.53

100

H UPV-Symanto 0 0.9 0.94 0.67

T UPV-Symanto 1 0.8 0.69 0.64

H UPV-Symanto 2 0.8 0.83 0.59

H UPV-Symanto 3 0.9 0.94 0.69

T UPV-Symanto 4 0.9 0.81 0.65

5.1. Models

5.1.1. Emotions over Time Model

As one of our models, we chose an approach based on the evolution of emotions and certain

psycho-linguistic features over time. Unlike other models used in this task, this approach models

users not by extracting static features from their writings, but instead as time series describing

their communication style related to emotions and self-expression over time.

Features. We use, to this effect, some of the features introduced in Section 4.1, namely: the

10 emotion categories in the NRC lexicon, and in addition 3 categories of the LIWC lexicon

related to self-reference: I (usage of first person singular pronoun), we (usage of first person

plural pronoun) and ppron (overall usage of personal pronouns). We compute scores for each of

these categories for each post in the dataset, in a similar way to the feature extraction step for

Task 2: for a given text and feature (lexicon category), we compute the number of words in the

text corresponding to that category, normalized by the text length.

In order to obtain time series for each of the considered features, we compute the scores

for a given user aggregated at the day level (computed over all texts posted in one day by a

given user). In this way, we allow a fair comparison between users who have different habits in

terms of frequency of posting, but who might nevertheless exhibit similar patterns in terms

of emotion evolution over time. We also apply a rolling average of 100 days over the obtained

scores, so as to reduce noise.

User Similarity over Time. In order to obtain predictions for a given user, we use the

computed time series to define a similarity metric between users, and then predict answers to

the questionnaire by imitating the answers of similar users in the training set. The similarity

metric between users includes two factors: the static scores for the extracted features for the

two users, as well as the correlations over time for the two users.

1. Static scores. We compute the average score for each of the considered features for a

given user across all their writings (as a score between 0-1). The distance between two

users will be computed as the arithmetic difference between the scores for two users (If 𝑑



is the distance between two users, the similarity between two users is then 1− 𝑑).

2. Correlations over time. These are computed between the time series of feature scores

corresponding to two given users. Since the time series for any two users are not guaran-

teed to have the same length, we attempt to "align" the two time series by finding the

maximum correlation between them. We use a sliding window of the length of the smaller

of the time series, and compute correlation scores for all possible alignments between the

two time series, then take the maximum correlation score as the similarity between the

two time series.

The final similarity score between two users is computed as the sum between the static and

temporal component, both factors contributing with equal weight.

Predictions for a given user are computed separately for each question in the questionnaire,

as a weighted mean to the answers of the most similar 15 users in the training data, weighing

the answers (as integers) with the corresponding similarity scores, and rounding the result

to the nearest integer (in order to obtain a valid answer to the question
10

). In this way, we

approach the prediction of answers as a regression problem, by considering a continuous

range of possible answers, and are able to obtain good approximations for the overall level

of depression (obtaining high ADODL and ACR scores), even when the exact answer is not

correctly predicted.

5.1.2. Classification with Reddit BERT model

This model is trained in a two step approach. We first crawl posts from subreddits related to

mental health issues such as depression, self harm and anxiety. We group the data into 13

categories related to mental health and an additional category consisting of random posts. We

then train a balanced classifiers to discriminate between these 14 classes. We train a classifier

based on distilroberta-base [22] and another one based on roberta-base [23] we call these models

subreddit14 and subreddit14-roberta-base, respectively.

In a second step we extract the [CLS] embedding of the pre-trained model for every post in

the training and test datasets as well as the probability of the depression class. While the first is

used as the main representation for classification the second one gives us a notion of relevance.

For every user in the training and tests sets we then average the embeddings of their posts to

obtain the final user representation. Given this representation we train a classifier for each of

the 21 questions. Since the dataset contains a small number of users we find it helpful to create

multiple examples per users by sampling 80% of the user’s posts. This can be understood as a

form of random dropout. Additionally we find it beneficial to restrict to the posts where the

pre-trained model predicts a probability of > 0.0711
for the depression class. The motivation

is that many posts are unrelated to the user’s mental state and that this filtering removes the

noise introduced by these irrelevant posts.

10

For questions where one answer had two variations (𝑎 and 𝑏), we ignored the variation and only considered

the integer value.

11

Recall that we trained a balanced classifier on 14 classes so that the average probability assigned to a class is

≈ 0.07

https://huggingface.co/distilroberta-base
https://huggingface.co/roberta-base


Table 7

Development results for Task 3 (trained on the 2019 data and evaluated on the 2020 data).

model AHR ACR ADODL DCHR MEAN

RANDOM
12

28.81 63.38 80.15 27.29 49.90

Emotion over time model 27.14 74.35 83.19 33.53 54.55

SVM (subreddit14) 38.23 69.30 81.18 24.29 53.25

SVM (subreddit14-roberta-base) 39.25 70.25 83.04 35.71 57.06

SVM (subreddit14, most recent 30 posts) 35.78 67.96 82.43 35.71 55.47

Random-Forest (subreddit14, most recent 30 posts) 35.99 68.78 83.52 35.71 56.00

UPV 2020 System 1 [24] 34.56 67.44 80.63 35.71 54.59

UPV 2020 System 2 (Best) [24] 36.94 69.02 81.72 31.53 54.80

BioInfo@UAVR (Best) [25] 38.30 69.21 76.01 30.00 53.38

iLab run2 (Best) [12] 37.07 69.41 81.70 27.14 53.83

relai_lda_user (Best) [26] 36.39 68.32 83.15 34.29 55.54

Table 8

Official Evaluation results for Task 3

model AHR ACR ADODL DCHR MEAN

Emotion over time model 34.17 73.17 82.42 32.50 55.57

SVM (subreddit14-roberta-base) 32.20 66.05 77.28 26.25 50.45

SVM (subreddit14) 34.58 67.32 75.62 26.25 50.94

SVM (subreddit14, most recent 30 posts) 33.15 66.05 75.42 23.75 49.59

Random-Forest (subreddit14, most recent 30 posts) 33.09 66.39 76.87 23.75 50.03

RELAI etm (BEST) 38.78 72.56 80.27 35.71 56.83

CYUT run2 (BEST) 32.62 69.46 83.59 41.25 56.73

5.2. Evaluation and Results

Following the setup used in the shared task we use the following metrics: Average Hit Rate

(AHR), Average Closeness Rate (ACR), Average Difference between Overall Depression Levels

(ADODL), Depression Category Hit Rate (DCHR) and the average of the former four metrics

(MEAN).

6. Discussion

In Task 3, we have considered that among the features used for mental disorder detection in

previous literature, LIWC categories, emotions and personal pronouns usage have consistently

been shown to be relevant for this task [27, 28, 29, 30, 31, 32, 33]. In previous work [34] we

have noticed that the expression of emotions in relation with the use of personal pronouns

reveals a specific pattern in users diagnosed with a mental disorders. For example, the use of

“I” and personal pronouns in general present differences in the correlation with all positive

12
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emotions between depressed and not depressed people: the more depressed people use “I” and

personal pronouns, the more they express positive emotions like joy,anticipation and trust,

and the opposite happens with not depressed people. On this basis, in task 3 we considered

that similarity in the expression of emotions and in the use of personal pronouns could be a

predictor of responses in the Beck Depression Inventory. The good results obtained on the ACR

and ADODL reinforce the idea that the expression of emotions, both in a static way and in its

evolution over time, are a strong sign of development of depression.

6.1. Negative Results

We experimented with modelling all the three tasks simultaneously with a single Multi-Task

Learning (MTL) model [35]. We aggregated all the datasets and trained a roberta-base [23]

model, using a masked version of the cross-entropy loss, which does not penalize the model

when training on instances with missing labels. These experiments did not provide good results.

For Task 1, the promising results obtained during development degraded terribly on the

official test set due to a bug introduced right before the submission.

The choice of post chunking for training our hierarchical attention network for self-harm

detection (Task 2) was motivated by preliminary experiments showing that classifying individual

posts (using a network with a comparable architecture) does not achieve reasonable performance

on the development data. We also experimented with different number of posts per chunk

(including training and prediction), ranging between 10 and 90 posts per chunk and have

seen that, overall, prediction performance (in terms of F1-score) increases proportionally with

the size of chunks, while the models using larger chunks lose some performance in terms

of latency-based metrics (latency-weighted F1 and ERDE scores). We tuned the early-alert

decision mechanism applied to the trained models’ predictions (in terms of the different metrics

evaluated on the development data) for choosing the configurations of our official runs.

In Task 3, an interesting question is why we obtain good scores in ACR and ADODL (that

informs about scores predictions item by item and about overall depression level), but we fail

to predict the depression category. What is observed is that we lose a lot of precision when

we move from an ordinal scale, such as ACR and ADODL, to a categorical scale such as DCHR.

We consider for future work the possibility to examine what patterns in ACR and ADODL are

present in users who have been well classified and what patterns are present in those who

have been misclassified in terms of categories for depression. It could be possible to apply a

correction factor to certain extreme scores on certain items if we observe that these scores and

these items play a major role in the errors of user’s classification to a certain level or category.

Another interesting observation is that the classification-based models perform well on the

development setup but not on test. A possible explanation is that the there is a discrepancy

of users with minimal and moderate depression: 24% on test, 47% on dev and 40% on train

(Appendix C). However, it is unclear why this affects the classification-based models more than

other approaches.

https://huggingface.co/roberta-base


6.2. Motivation and Intended Usage

Newly emerging AI-supported services are in a promising position in the use of early detection

and prevention of mental health conditions. The necessity to implement such services into

everyday life is becoming more relevant, especially considering recent incidents like the CoViD-

19 pandemic where many people suffered from psychological problems [36]. Digital mental

health solutions (e.g. therapy programs, chat bots, smart device applications) is one of the

largest use case areas in this sense. Early detection is a vital aspect of therapeutic interventions

which makes the process more effective and prevents an aggravation of symptoms [37]. AI-

supported systems could be used as a preliminary analysis tool in clinical settings to enable an

early and preventive way of determining the type of the condition, severity of symptoms, and

recommendations for a successful therapy concept [38]. Furthermore, digital solutions could

solve the issue of accessibility, and stigmatization while providing individuals a healthy and

unbiased way of self-help [39]. Besides the application in a clinical environment, AI-supported

tools would be of use for general well-being practices. A holistic understanding of mental

health requires not only the detection of problems but also the positive build-up of human

psychology. Linguistic social media data is able to reflect different components of well-being,

thus provide important insights into the everyday representations of mental health topics [40].

Early detection models developed by considering such insights could help to raise awareness

on self-reflection and foster preventive lifestyle interventions. Academic and organizational

institutions, which possess large application and impact areas on individuals, could use such

tools to predict well-being of students and employees, and spot and support at-risk individuals

[41, 42].

7. Related Work

Apart from the overviews of the previous editions of the eRisk shared task [20, 19], the closest

literature to our work can probably be found in the review of CLPsych 2015 shared task on

predicting depression and PTSD from Twitter data [43].

There are many studies in both computational linguistics and psychology which approach

the problem of analyzing the language of people suffering from a mental disorder, especially

depression. Many of these studies perform simple quantitative analyses or use traditional

machine learning models (such as logistic regression). Recently, more studies have started

employing deep learning for mental disorder detection, generally using word sequences as

features [44, 45, 46]. A few recent studies also use pre-trained transformers for detection of

mental health disorders [47, 48].

Hierarchical attention networks have successfully been used for mental health disorder

detection in the past, including previous editions of the eRisk shared task: Mohammadi et al.

[49] use HANs for anorexia detection (obtaining best results at the eRisk 2019 shared task [20]).

Recently, Rao et al. [50] use hierarchical networks for depression detection, and Amini and

Kosseim [51] use them for anorexia detection. All previously mentioned studies use HANs with

standard word embedding features. Hierarchical attention networks using multiple linguistic

features have previously been used for self-harm detection in eRisk 2020 [24], as well as for

studying the detection of other mental health disorders as well as the model’s explainability,



including for depression, anorexia and post-traumatic stress disorders [52].

Most computational studies model mental disorder symptoms as static phenomena, whereas

the evolution of mental disorder markers, as well as their prevalence in texts posted by a user,

is an important indicator of mental disorder risk. We mention one previous study [21] in which

the authors attempt to classify time series representing the mood of social media users in order

to predict occurrence of anorexia, with promising results. One recent study attempts a more

in-depth analysis of emotions and other psycho-linguistic features over time [34].

Emotions have been previously shown to be relevant for modelling mental disorders, but

not many go beyond simple quantitative analyses. We mention an approach focused on a

fine-grained analysis of emotions, published three studies on depression, anorexia and self-harm

detection [53, 54, 55]. Starting from Plutchik’s eight basic emotions [56], the authors use word

embedding spaces to automatically identify sub-emotions, which they use as features for their

classifiers, trained to detect depression [53], anorexia [54] and self-harm [55] respectively.

The "search as labelling" approach that we used to annotate our internal Reddit corpus is

described in [57].

8. Conclusion

In this paper we presented the contributions of the UPV-Symanto team in the eRisk 2021 shared

tasks: gambling addiction and self-harm detection and the prediction of depression levels,

based on social media text data. We have used a variety of models and techniques, including

Transformers, hierarchical attention networks with multiple linguistic features, a dedicated

early alert decision mechanism, and temporal modelling of emotions. We ranked first in terms

of ACR and second in terms of ADODL for Task 3, exceeding the previous state-of-the-art

for this eRisk shared task [19, 4], as well as best results for Task 2 in terms of 𝐸𝑅𝐷𝐸5 score.

We conclude that our methods are promising, encouraging the use of emotion and linguistic

features, temporal modelling, and dedicated early detection mechanisms.
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Appendix

A. List of crawled subreddits

For augmenting the training data, we collected all the posts and comments from the following

list of subreddits:

• r/ADHD/

• r/Anxiety/

• r/aspergers/

• r/bipolar/

• r/BipolarReddit/

• r/BPD/

• r/CPTSD/

• r/depression/

• r/GamblingAddiction

• r/mentalhealth/

• r/OCD/

• r/problemgambling/

• r/schizophrenia/

• r/selfharm/

• r/SuicideWatch/

B. Hyper-Parameters

B.1. Transformer-based Model

• batch size = 8

• optimizer = Adam

• dropout = 0.1

• learning rate = 5e-5

• early stopping patience = 7

• epochs = 15

• maximum sequence length = 512

B.2. Hierarchical Attention Network

• LSTM units (post encoder) = 128

• dense BoW units = 20

• dense lexicon units = 20

• LSTM units (user encoder) = 32

• dropout = 0.3



• 𝑙2 = 0.00001

• optimizer = Adam

• learning rate = 1e-4

• early stopping patience = 5

• epochs = 25

• maximum sequence length = 256

• posts per chunk = 80

C. Task 3 - Risk Category Distribution

Table 9

Risk category distribution for Task 3

name minimal mild moderate severe

train (2019) 0.20 0.20 0.20 0.40

dev (2020) 0.14 0.33 0.26 0.27

test (2021) 0.08 0.16 0.34 0.43
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