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Abstract
This paper presents a new approach to improvingmisinformation detection in Twitter data by augmenting
approaches based on massive-scale language models such as BERT or GPT-3 with a graph representation
based on abstract argumentation. We outline an approach that uses stance information to construct and
annotate argumentation graphs using a variety of schemes and combine this with linguistic features
from language models using a graph neural network architecture for binary classification. We outline
the planned experiments for this new approach, using benchmark datasets, Pheme and RumourEval, that
are common in the literature. This paper presents work in progress that seeks to contribute not only by
improving misinformation detection, but also by combining abstract argumentation and linguistic data
in a new way.
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1. Introduction

The problem of detectingmisinformation in social network data has received increasing attention
recently, not least due to the COVID-19 public health emergency [1]. It is fair to say that deep
learning models based on a variety of architectures have been increasingly successful in learning
to detect various types of misinformation such as rumours, fake news, and the intentional
spreading of false information [7].
For Twitter data two of the most successful recent approaches have been one the one hand

detection based on large-scale language models [10], using the characteristics of the language
used to determine veracity, and on the other methods that use the features of the propagation
graph by which a source tweet is retweeted by other actors on the social network [11], using
the structure of the graph as an indicator of veracity.

Our approach seeks to combine and enrich these two approaches by combining graph struc-
ture, in the form of an abstract argumentation framework derived from stance information with
linguistic node level features from a language model and argumentative features based on the
acceptability status of arguments under different semantics.

This paper presents our work-in-progress towards this goal including the planned methodol-
ogy and experimental setup. This research builds on earlier work presented at SAFA 2020 [13],
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where we presented a way to approximate acceptability in abstract argumentation frameworks
using graph neural networks. While the approximation task was different in that example (e.g.
determining acceptability), the same GCN architecture can apply in this case.
As part of this research, we plan to make the following contributions:

• Show that adding the structure of an argumentation graph can improve detection of
misinformation relative to baseline language models

• Determine the optimal way to construct abstract argumentation graphs from stance
information

• Determine the best architectures for combining linguistic and argumentative features for
input into Graph Convolutional Networks (GCN)

2. Background

2.1. Abstract Argumentation

Abstract Argumentation is a formalism for non-monotonic reasoning that bases its representa-
tion on the modelling of conflict [4]. It is represented in the form of a directed graph in which
vertices represent arguments and edges a relation of attack.

Definition 1 (Argumentation Framework). Formally, an argumentation framework is a tuple
(𝐹 = ⟨args, atts⟩) in which args is a finite set of arguments and atts ⊆ args × args defines a relation
of attack.

The notion of acceptability is key to abstract argumentation.

Definition 2 (Acceptability). An argument A ∈ args is called acceptable with respect to an
extension 𝑒𝑥𝑡 ⊆ 𝑎𝑟𝑔𝑠 iff for every 𝐵 ∈ 𝑎𝑟𝑔𝑠 with 𝐵 attacks 𝐴 there is an argument 𝐴′ ∈ 𝑒𝑥𝑡 with 𝐴′

attacks 𝐵.

Extensions are subsets of argumentation frameworks that are collectively acceptable. Exten-
sions are evaluated based on semantics that define rules for what arguments can be accepted
together [14]. In this research, we will construct Argumentation Frameworks based on stance in-
formation, using a variety of schemas and determine their acceptability status using an abstract
argumentation solver as an input to a Graph Convolutional Network.

2.2. Graph Convolutional Networks

Convolutional Neural Network (CNN) models have been highly successful in computer vision
tasks. Graph Convolutional Networks seek to apply this kind of model to graph structured data.
In the original model proposed by Kipf et al. [8], the convolutional operator is modelled by an
1-hop aggregation of neighbourhood information within the graph. While simple, this approach
has proven successful in a number of context, including the approximation of acceptability for
abstract argumentation. In this work, we will use an adapted version of the GCN that we have
previously presented [12] for this purpose, changing the classification task but retaining much
of the architecture.



2.3. Misinformation Detection on Social Networks

There is a large extant literature on misinformation detection in its various guises. The two
approaches most directly relevant to our research are those that rely on large-scale language
models such as GPT-3 [5] and BERT [3] to analyze tweet content [10] and those that use the
patterns of tweet propagation to detect misinformation [11].
However, the most directly parallel work in the literature is found in Toni and Orascu’s

[2] use of argumentative features to improve a Bi-LSTM model for detection of fake reviews
and to determine whether news headlines support tweets. This research showed the power
of argumentative features for this problem. However, compared to our research, it relies on
a more complex formalism, bipolar argumentation frameworks, and uses the argumentative
features as an adjunct to a principally NLP-based model instead of having a primary focus on
graph structures.

3. Method

Our approach to the problem follows a four step process:

1. Construct an abstract argumentation graph based on stance information
2. Generate linguistic features by creating embeddings for the input tweets, using a language

model
3. Generate argumentative features by resolving the acceptability of the arguments in the

argumentation framework
4. Train a Graph Convolutional Network using the argumentation graph and the generated

features inserted at the node level

In the following section, we will explore each of these steps in more detail.

3.1. Constructing the Argumentation Framework

We will construct the argumentation framework based on existing stance information present
in our source datasets. The problem of stance detection has a substantial literature of its own
[9] and we do not seek to add to it with this research.

While stance categorization can vary between datasets it is generally possible to classify the
relationship between a source tweet, that is the target for classification, and additional tweets
in its propagation graph into a polarity of positive, negative, or neutral. We use this polarity to
construct abstract argumentation frameworks containing arguments representing each tweet
and attacks based on different combinations of the following schemes for mapping stance into
attack relationships:

• Adding attack relationships from any node that has a negative stance towards the source
node to the source node itself

• Adding attack relationships from the source node to any node that has negative stance
towards it



• Adding attack relationships between nodes that have differing stance to the source node.
So if tweet A is positive toward the source node and tweet B is negative, we would add
either unilateral or bilateral attack relationships, depending on our chosen scheme

• Limiting these attack relationships to only those in a tweet’s sub-propagation graph
relative to the source node

• Adding neutral nodes to the graph both as isolated components, only linked to themselves
and with attack relationships towards the source node or node with a negative stance
towards the source node, thereby reclassifying neutral nodes as positive or negative for
the purposes of the argumentation graph

These schemes will be tested in different experimental setups to determine which perform
better in different contexts. While some of these schemes may seem prima facie strange from a
common sense point-of-view, they are designed to allow different ways for neighbourhood in-
formation to aggregate in the graph convolutional network, which may help in the classification
task.

3.2. Linguistic Features

We generate linguistic features by creating embeddings for all tweets in our dataset using
a variety of language models. First and foremost, we use the large-scale transformer based
language models such as BERT. But we will also include simpler models such as Word2Vec
for comparison. We generate these using different embedding sizes for comparison. These
embeddings are added as node features in the GCNmodel along with the argumentative features.
We will, however, also train a baseline classifier using only linguistic information for the sake
of comparison.
We will try different feature settings with our experimental setup to determine, which are

more successful in predicting misinformative tweets.

3.3. Argumentative Features

Argumentation specific features are generated by incorporating the acceptability status both
for sceptical and credulous acceptance under the Complete, Preferred, Stable, Semi-Stable, and
Stage semantics. The features will be pre-calculated using an abstract argumentation solver
and added as node features by encoding acceptable as 1 and unacceptable as 0.
These features will be tested in different experimental setups to determine whether the

addition of acceptability information improves overall performance.

3.4. GCN Architecture

We follow the GCN Architecture outlined in Malmqvist et al. [13] and adapt it to incorporate
the additional feature information from the language model and the argumentation solver.
The architecture includes the following elements:

1. Pre-computed linguistic and argumentative features along with the normalised adjacency
matrix for the argumentation framework



2. An input layer receiving these inputs
3. 6 repeating blocks of a GCN layer [8] and a Dropout layer [15]
4. Residual connections feeding the original features and the normalised adjacency matrix

as additional input at each block
5. An layer that aggregates the embeddings generated by the GCN layers for graph level

classification. We will experiment with different aggregation functions during the final
phase of the research

6. A sigmoid layer that represents the probability that the source tweet is true

We treat the problem of veracity as a binary classification problem at the level of the graph.
That means we aggregate information from all nodes and the embeddings generated by the
GCN in order to judge whether the source tweet is true or not.

4. Planned Experiments

We will test the model on two datasets that contain both veracity and stance information and
are commonly used in the research literature: Pheme [16] and RumourEval [6]. Both datasets
contain tweets relating to controversial current events.
We will construct a baseline model using only linguistic features and one using only the

argumentation graph and argumentative features. Then we will generate different model
variants using various combinations of language models and argumentation graph construction
schemes some including and some excluding argumentative features.
We will compare the results of these models based on their performance on the benchmark

datasets to establish what combinations yield the best results for detecting misinformation.
Finally, we will present our results in the context of other work using the same datasets.

5. Discussion

This paper presents the work-in-progress for our experiments in applying abstract argumenta-
tion in conjunction with linguistic features for detecting misinformation. We hope that this
will extend the applicability of argumentation based methods for misinformation detection as
well as give greater understanding of how argumentation can be used to enrich and improve
deep learning architectures. This will also help decrease the gap between the formal world of
abstract argumentation and natural language expressions of argument by incorporating both
types of information in the same deep learning model. So far early work has demonstrated
the technical feasibility of this approach and we aim to be able to present concrete results in
September 2021.
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