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Abstract
Malware is one of the most notorious security threats in cyberspace today, and Artificial Intelligence is
playing a major role in pushing its design to the next level. Although several malware detection systems
(MDS) based on machine learning have recently been designed to cope with the updated malware nature,
most of these systems are still not mature enough to capture the modified malware using anti-analysis
techniques. Moreover, the patterns extracted and adopted by a machine learning-based MDS are limited
to the specific environment and infrastructure. Hence, they are not fully effective against anti-analysis
techniques (e.g., obfuscation techniques) and/or when tested in different execution environments (e.g.,
different machines). Motivated by this fact, this paper presents a new framework for detecting malware
in non-stationary environments by leveraging deep learning techniques to extract useful features that are
robust against changing environments. More specifically, the framework is based on a special version of an
Autoencoder, called a Denoising Autoencoder, which is adopted as a building block in an adaptable deep
neural network. The experimental results using a real-world dataset show that the framework improves the
detection accuracy compared to existing methods.
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1. Introduction

For the last decade, Artificial Intelligence (AI) has been aggressively advancing many scientific,
technological, and social fields and becoming gradually rooted in our day-to-day life. Nonetheless,
it has also been extensively exploited by society’s bad actors to create powerful cyberweapons
and launch destructive cyberattacks. For instance, AI-enabled malware leverages machine and
deep learning techniques to explore hidden and zero-day vulnerabilities in computer systems
and networks, remain hidden from deployed security protocols and solutions, and improve
social engineering practices. This emerging facet of malicious AI can easily trick conventional
intrusion detection systems. Hence, without radically adapting these systems and substantially
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increasing their intelligence [1], companies and organizations will not be able to face the future
generation of stealthy cybercriminals, especially that crafting malware using AI techniques will
become increasingly accessible and easy (e.g., using cloud-based Machine Learning-as-a-Service
(MLaaS) platforms [2]).

Malware is a software programmed to harm organizations, computer systems, and users [3]. It
can corrupt users’ applications and operating systems, damage networks and internet connections,
corrupt and steal sensitive data (e.g., user’s password), and/or encrypt users and organizations’
documents. Moreover, it can be used to launch large-scale attacks such as compromising hosts,
servers and clouds, bringing down sensitive government servers, and damaging critical infras-
tructures that are vital to many sectors including Information Technology, health, transportation,
power, and Education [4, 5, 6]. Nonetheless, the malware of the future will be significantly
empowered by AI, which greatly adds to its fundamental characteristics as illustrated in Figure
1. It can adapt to its environment by changing its behavior accordingly to thwart detection and
increase its impact. Moreover, it can perform deep targeting by stealthily learning the behavior of
its target system and determining the optimal time of attack that reduces detection chances.

Malware detection systems (MDS) can be divided into two types: signature-based and machine
learning-based approaches [3]. The former type compares suspicious malware against known
malware signatures. On the other hand, the machine learning-based MDS enables the detection
of unseen malware using machine learning techniques (e.g., SVM, NN). These techniques allow
the system to raise security alarms when unexpected behaviors are observed. However, a large-
enough dataset of malware and ’good’ software is required in order to guide or train the machine
learning model on how to distinguish malware among ’good’ software. The learned model can
then be used to detect whether a given activity or software component is malicious or not.

The last few years have shown substantial progress in the design of malware detection systems
that do not only detect malware but also deal with their evolution [3]. Nevertheless, the detection
of malware is becoming increasingly challenging. One of the reasons is that malware designers
have become experts at exploiting and building advanced anti-analysis techniques (e.g., obfus-
cation methods) that hide the malicious behavior of malware. Moreover, current and emerging
computer systems are becoming highly distributed, heterogeneous, and dynamic, which creates
many opportunities for the malware to take various forms depending on which machine it runs
on. Although machine learning-based MDS are efficient in detecting new threats, they are still
not able to detect malware under changing environments. The malware-related patterns extracted
and adopted by the existing machine learning methods are limited to the specific environment
and infrastructure and do not necessarily hold after applying complex obfuscating techniques on
malware and/or run the malware on different machines. These shortcomings may reduce malware
detection chances.

To address the above-mentioned challenges, we propose a robust MDS framework that inte-
grates a deep learning approach to enhance the detection accuracy under changing environments.
The proposed model learns a ’good’ representation of inputs (Malware), which is robust against
anti-analysis techniques and changing environments. The learned representation can then be
used to train a classifier on how to detect malware. More particularly, our framework is based on
Stacked Denoising Autoencoders (SDAE), where a Denoising Autoencoder (DA) is adopted as a
building block to train the deep neural network [7] [8]. The DA allows the MDS to learn how to
reconstruct original malware after being corrupted. This, in turn, enables the MDS to learn robust



Figure 1: Main characteristics of AI-enabled malware.

and useful features that enhance its accuracy. Our contributions are summarized as follows:

• Proposing a robust malware detection system framework that enables the detection of
complex malware under changing environments.

• Designing an efficient method to extract robust and useful features that lead to a better
MDS accuracy.

• Studying the effectiveness of the proposed framework using a real-world dataset and
comparing the proposed algorithm with the state-of-the-art methods.

The remainder of the paper is structured as follows. Section 2 discusses related work to
intelligent malware detection. Section 3 describes the proposed framework. Section 4 describes
the evaluation settings and analyses the obtained results. Finally, Section 5 concludes the paper
and recommends some future works.

2. Related work

The section discusses machine learning-based MDS. These models can be classified as traditional
machine learning models or deep learning models. Existing machine learning-based models can
also be categorized according to the learning style used as follows: supervised, unsupervised
or semi-supervised. In a supervised machine learning-based MDS [9, 10], the classification
technique usually learns on a labeled dataset, which allows the classifier to calculate its accuracy
on a training dataset. The unsupervised machine learning-based MDS [11, 12] provides unlabeled
data which the machine learning algorithm tries to understand by extracting features without
guidance. Finally, semi-supervised machine learning-based MDS [13, 14] use both types of data
(labeled and unlabeled) [3].

The most popular traditional machine learning-based methods in the literature are Random
Forest [15, 16], Hidden Markov Models [17, 18], Support Vector Machine [19, 20], Naive Bayes
classifier [21, 20], decision tree [21, 11], rule-based classifier [20], K-nearest neighbors [10, 21],
Bayesian Network [22], and Neural Network [23, 24]. On the other hand, deep learning methods
for malware detection enables the abstraction and extraction of features automatically, which
allows to build reliable malware detection systems. To this end, several layers of abstraction can
be used to learn the ’good’ representation of the malware [8].

Saxe and Berlin [24] designed a deep neural network for malware detection. The proposed
method is based on a multi-layer perceptron (MLP), which is a class of feed-forward neural



networks. The activation functions that they used in the network are parametric rectified linear
units (PReLU), which enable the deep neural network to improve the detection accuracy compared
to other activation functions. The authors also adopted a Bayesian model to determine the
probability that a given binary is malware. Similarly, Dahl et al. [23] used a deep learning
approach to improve the malware detection accuracy. In particular, they used a restricted
Boltzmann machine (RBM) as a building block for their deep neural network. The use of RBM
allows to pre-train the model and obtain efficient initial weights to be used while applying the
back-propagation training algorithm.

Huang and Stokes [25] designed an artificial neural network to achieve multi-task training.
The first task is used to find whether an unknown binary is benign or malicious. The second task
is used to predict the malware family. Among other approaches, the authors adopted an efficient
projection layer, which is used to reduce and normalize the deep network’s dimension. They used
four layers (hidden layers) and applied the RELU activation function.

Kolosnjaji et al. [26] proposed a convolutional neural network (CNN) integrated with Long
Short-Term Memory (LSTM) networks to find the binary and malware families. To this end,
they adopted the sequence of extracted system calls. The convolution layers in the proposed
framework are used to capture the correlation between the malware’s dynamic features. The
CNN’s output layer is then used to train the LSTM layer in order to model the dependencies of
system calls.

Recently, Abusitta et al. [27] proposed a deep learning method for a proactive multi-cloud
cooperative intrusion detection system (IDS). The proposed framework is based on a Denoising
Autoencoder (DA), which is adopted as a building block to train the deep network. The DA
enhances the ability of one IDS in learning how to reconstruct the feedback of other IDSs. As
a result, the approach enables the IDSs to proactively decide about suspicious behaviour under
incomplete information about the feedback. Similarly, Abusitta et al. [28] proposed a proactive
cooperative MDS. They also used the DA to reconstruct all MDSs’ feedback from incomplete
feedback. This enabled them to enhance the detection accuracy in real-time [28].

The main limitation of the above-mentioned methods is that they assume that the security
patterns extracted using machine learning methods are limited to the specific environment. This
makes the detection method unable to detect malware when applying anti-analysis techniques
such as obfuscation techniques. This paper proposes a new method for detecting malware under
changing environments by adopting stacked denoising autoencoders to extract useful features
that are robust against noisy inputs.

3. ROBUST: The Proposed Framework

This section first presents the basic concepts of vanilla autoencoders then describes our proposed
framework.

3.1. Vanilla Autoencoders

An autoencoder is a method used to learn the representation of data using unsupervised learning
[29]. It can be adopted as a pre-training process in a deep neural network in order to get better



Figure 2: The proposed malware-related denoising autoencoder.

initial weights rather than random values [30]. Many works have shown that weight initialization
using an autoencoder can improve the performance of deep neural networks [30].

In fact, an autoencoder can be considered as a building block for deep networks [30]. Specifi-
cally, it takes an input vector (malware data) 𝑥 ∈ [0, 1]𝑣 , where 𝑣 is the dimension of the vector,
and maps it to a higher level representation (hidden representation) ℎ ∈ [0, 1]𝑣

′
as follows:

Algorithm 1: ROBUST: Training malware-related Denoising Autoencoder
procedure TRAINDA(𝑥, 𝑙𝑟, 𝑒𝑝, 𝑏𝑡, 𝜃)

• 𝑥= [𝑥1, 𝑥2, ...𝑥𝑛]: Input malware and benign data
• 𝑙𝑟: learning rate
• 𝑒𝑝: epoches
• 𝑏𝑡: batches
• 𝜃={𝑊, 𝑏, 𝑏ℎ}

for 𝑖 from 0 to 𝑒𝑝 do
for 𝑗 from 0 to 𝑏𝑡 do

• 𝑧 = 𝑎𝑑𝑑− 𝑛𝑜𝑖𝑠𝑒(𝑥, 𝑙): l is corruption level
• ℎ = 𝑆𝑖𝑔𝐹𝑢𝑛(𝑧 *𝑊 + 𝑏)

• 𝑥′ = 𝑆𝑖𝑔𝐹𝑢𝑛(ℎ *𝑊𝑇 + 𝑏ℎ)

• 𝐿𝑜𝑠𝑠(𝑥, 𝑥′)= −
∑︀𝑑

𝑖=1[𝑥𝑖𝑙𝑜𝑔𝑥
′
𝑖 + (1− 𝑥𝑖)𝑙𝑜𝑔(1− 𝑥′

𝑖)]

• 𝐶𝑜𝑠𝑡𝑉 𝑎𝑙𝑢𝑒 = 𝑚𝑒𝑎𝑛(𝐿𝑜𝑠𝑠(𝑥, 𝑥′))

• 𝑔=determining the gradients with respect to 𝜃

for 𝜃𝑖,𝑔𝑖 ∈ (𝜃,g) do
• 𝜃𝑖 = 𝜃𝑖 - 𝑙𝑟 * 𝑔𝑖

end
end
end

end procedure



ℎ = 𝑓𝜃(𝑥)

𝑓𝜃(𝑥) = 𝑆𝑖𝑔𝐹𝑢𝑛(𝑊 * 𝑥+ 𝑏)
(1)

𝑆𝑖𝑔𝐹𝑢𝑛 is the sigmoid function, and 𝜃 = {𝑊, 𝑏}, where 𝑊 is the neural network’s weight and 𝑏
is a bias [30].

The resulting hidden layer ℎ can be reconstructed to the layer 𝑥′ using a decoding function as
follows:

𝑥′ = 𝑔𝜃′(ℎ)

𝑔𝜃′(ℎ) = 𝑆𝑖𝑔𝐹𝑢𝑛(𝑊 ′ * ℎ+ 𝑏′)
(2)

𝜃′ = {𝑊 ′, 𝑏′}, where 𝑊 ′ and 𝑏′ are the neural network’s weight and a bias, respectively. The aim
of the autoencoder model is to optimize the parameters of the model so that the reconstruction
error between the input data and output data is minimized [31].

3.2. The Proposed Training Algorithm

In order to render the autoencoder robust against malware anti-analysis techniques and changing
environments, the autoencoder should be trained to reconstruct malware data even in the presence
of noise. The Vanilla autoencoder is not able to do that. The autoencoder that deals with noisy
inputs is called denoising autoencoder [7]. This is achieved by applying noise to the initial input
𝑥 before mapping it to the hidden layer. In other words, the objective is to reconstruct 𝑥, where 𝑥
represents the original data points (malware or benign). Hence, a corrupted version 𝑧 = 𝑛𝑜𝑖𝑠𝑒(𝑥)
will be obtained from 𝑥, where 𝑛𝑜𝑖𝑠𝑒 is a corruption mechanism [7]. In the proposed framework,
we use a Gaussian noise as the corruption method.

The autoencoder is then designed to map the noisy data 𝑧 to the hidden layer and attempt to
find the weights (learn) that can be used to reconstruct the original data 𝑥. This is achieved by
enabling the input 𝑧 to be mapped to a hidden representation as follows:

ℎ = 𝑓𝜃(𝑧)

𝑓𝜃(𝑧) = 𝑆𝑖𝑔𝐹𝑢𝑛(𝑊 ′ * 𝑧 + 𝑏′)
(3)

As can be seen, we choose 𝑧 as input instead of 𝑥. The hidden representation ℎ is then used to
reconstruct the original data 𝑥′ as follows:

𝑥′ = 𝑔𝜃′(ℎ)

𝑔𝜃′(ℎ) = 𝑆𝑖𝑔𝐹𝑢𝑛(𝑊 * ℎ+ 𝑏)
(4)

The architecture of the proposed framework is shown in Figure 2. As shown in the traditional
autoencoder, the model is trained to find the parameters (weights and bias) that lead to minimize
the reconstruction error as follows:

𝜃*, 𝜃′* = 𝑎𝑟𝑔 𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑒𝜃,𝜃′

∑︀𝑛
𝑗=1 𝐿𝑜𝑠𝑠(𝑧

(𝑗), 𝑥′(𝑗))

𝑛

=

∑︀𝑛
𝑖=1 𝐿𝑜𝑠𝑠(𝑧

(𝑗), 𝑔𝜃′(𝑓𝜃(𝑧
(𝑗))))

𝑛

(5)



Figure 3: Deep Network.

The training algorithm of the proposed denoising autoencoder-based MDS is described in
Algorithm 1. The algorithm first takes an input 𝑥 from the dataset and applies noises on it to
produce a corrupted version 𝑧. The corrupted version 𝑧 is then mapped to the hidden layer,
which is then used to reconstruct the output 𝑥′. The aim here is to optimize the parameters
of the model so that the reconstruction error between 𝑥 and 𝑥′ can be minimized. The neural
network’s parameters are randomly initialized and then optimized using stochastic gradient
descent algorithms. This algorithm is applied to each layer added within the proposed framework.
To enable the model to classify malware from benign software, a logistic regression classifier is
added to the last layer. Thereafter, the parameters of all the layers will be fine-tuned to minimize
the error of predicting the target label using a back-propagation algorithm [32] [33] [30] [8][7].
Figure 3 shows the complete architecture of the proposed malware detection framework after
adding the last layer.

4. Evaluation Results

To experimentally evaluate the proposed framework, we use the CCCS-CIC-AndMal-2020 dataset
[34], which is the most suitable dataset to represent unstable and changing environments. This is

Figure 4: Experimentation parameters.
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Figure 5: Classification accuracy performance for ROBUST (a) and MLP-based MDS(b) (95%
confidence intervals).
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Figure 6: Classification accuracy performance for ROBUST (a) and SAE-based MDS (b) (95%
confidence intervals).

due to the fact that the dataset was collected in the presence of different obfuscations scenarios. We
train our model on this dataset using the 10-fold cross-validation. We used the same parameters
used in [3] [27] as shown in Figure 4. We compared our model with the state-of-the-art learning
representation approaches: Multi-layers perception (MLP), Stacked Autoencoder (SAE) and
Variational autoencoder (VAE).

Figure 5 shows the detection accuracy of the proposed framework (ROBUST). We compared
our framework with multi-layers perception (MLP)-based MDS. MLP-based MDS is a traditional
deep neural network which does not include a pre-training process during the training. Instead,
random numbers are used to initialize the weight of the deep neural network. Our study was
done with a different number of layers. As for the first layer (1-layer), Figure 5a shows the
accuracy (average) reported by the proposed framework at different numbers of hidden units.
The results reported are better than the results reported using one layer in MLP-based MDS (5a).
Our framework also improved the detection accuracy compared to MLP-based MDS when we
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Figure 7: Classification accuracy performance for ROBUST (a) and VAE-based MDS (b) (95%
confidence intervals).

applied two and three layers. This is justified by the fact that the proposed framework adopts
a pre-training process. This, in turn, allows the deep network to have better initialization of
parameters, which helps during the training of the deep neural network.

Figure 6 shows our results compared to Stacked Auto Encoder (SAE)-based MDS (SAE-based
MDS). SAE-based MDS applies traditional autoencoders (as building blocks) when training the
deep neural networks. We consider different numbers of layers and hidden nodes in the study.
As can be seen in Figure 6, our model enhanced the accuracy compared to SAE-based MDS.
In particular, Figure 6a shows the accuracy reported when applying the proposed framework
(ROBUST). These results are better than the results reported using SAE-based MDS (6a).

The above results are justified by the fact that our framework uses a denoising autoencoder
instead of a vanilla autoencoder as a building block when training the deep neural networks. The
DA enables us to extract robust and useful features that increase the chances of obtaining good
results despite the noisy and complex malware given as inputs to the deep neural network [7] [8].
More specifically, the denoising autoencoder allows us to learn how to reconstruct the original
malware from obfuscated inputs. In contrast, the vanilla autoencoder is not able to produce robust
features against noisy inputs.

We also compared the proposed framework against the variational autoencoder-based MDS
(VAE-based MDS). In VAE-based MDS, a variational autoencoder is used as a building block
during the training [8]. Different numbers of hidden units and layers have been considered in
the experiments. As can be seen in Figure 7, our model improved the accuracy compared to
VAE-based MDS. This is justified by the fact that the proposed framework adopts a denoising
criterion during the training process. This, in turn, allows our mode to extract useful features that
enhance the detection under the changing environment.

We also compared the proposed framework with two other frameworks, namely training with
noisy inputs: TWNI(1) and TWNI(2) (Figures 8 and 9). TWNI(1) is a stacked autoencoder-based
deep neural network, where noisy data are only used for the pre-training. However, TWNI(2)
uses noisy data for training in both pre-training and fine-tuning. Both TWNI(1) and TWNI(2) use
3-hidden layers. As can be seen in Figures 8 and 9, the proposed framework is much more robust
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Figure 8: ROBUST (Our model) vs. TWNI(2).

0 5 10 15 20 25 30 35 40

Fraction of corrupted input (%)

5

10

15

20

25

30

35

40

45

50

55

60

T
e

s
t 

c
la

s
s
if
ic

a
ti
o

n
 e

rr
o

r 
(%

)

ROBUST (Our model)

TWNI(1)

TWNI(2)

Figure 9: ROBUST (Our model) vs. TWNI(2).

against noisy inputs compared to TWNI(1) and TWNI(2). All models (TWNI(1), TWNI(2) and
ROBUST) reported the same error rate and classification accuracy when setting the percentage of
corrupted data (input) at zero. This is because when no noise is applied, the three models will
become the same as a vanilla stacked autoencoder.



5. Conclusion

In this paper, we proposed a new framework for detecting malware under changing environments.
The proposed framework is based on a denoising autoencoder, which allows us to extract robust
and useful features to enhance the detection accuracy under changing environments. In particular,
the denoising autoencoder is used as a building block during the training of deep neural networks.
The proposed model is used to learn how to reconstruct malware after applying noise on it.
This is useful to extract features that are robust against anti-analysis techniques and unstable
environments. Our model was implemented using a real-world dataset. The results demonstrate
the effectiveness of the proposed framework compared to the state-of-the-art malware detection
methods.

In the future, we would like to study the prediction of future attacks for new generation
malware detection and analysis. Although promising results have already been achieved through
layers of abstraction, the existing solutions are still largely vulnerable to zero-day attacks. In
fact, compared to malware analysts, malware designers have the advantage of knowing current
anti-malware measures and thus novel variants can be designed accordingly. A novel trend in
malware analysis is investigating the feasibility to fill that gap by predicting how future malware
will look like, so as to allow analysts to proactively update anti-malware measures and remain
one step ahead in this arms race.
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