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Abstract

Mindfulness is a well-studied phenomenon and the use of technology to promote mindfulness are
quickly gaining popularity. However, in the digital space mindfulness is often overlooked. Instead,
there is a rise in deceptive and exploitative techniques in artificial intelligence (AI) that encourage and
exploit users’ mindless behaviors. To combat digital mindlessness and the effects of these hazardous
Al this position paper explores the literature in an attempt to define the concept of mindlessness and
find ways to reduce it (i.e., to promote more mindful behavior). Particularly, mindless-making effects
of Al is explored from four thematic viewpoints 1) Filter Bubbles, 2) Dark Patterns, 3) Fake news and
Misinformation, and 4) Deepfakes. We end the paper by identifying potential lines of research to aid in
the reduction of mindlessness.
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1. Introduction

There has been an increase in research in Human Computer Interaction (HCI), Artificial In-
telligence (AI), and related computational fields on the use of technology to promote mindful
behavior [1]. There are many definitions of mindfulness that are used in literature but for our
work we follow the definition of Terzimehic et al. who proposed four distinct areas, and seven
“lines” of research in their survey [1]. The four categories are (1) Role focused on achieving
goal through mindfulness, (2) Practice involved both direct activities like meditation and im-
plicit ones like mitigating distraction (3) Longevity involved studies with either short-term or
long-term goals of mindfulness, and finally (4) Co-Aspects was mostly about reflection but often
used interchangeably with the term mindfulness itself. The four categories were distilled to
resolve the, often non-complementary, set of definitions that exist in the current literature, and
thus provide goal based definitions. Similarly, the seven research themes they uncovered were
(A) Meditation Practice, (B) Therapy, (C) Reflection & Knowledge Gain, (D) Mindfulness in Daily
Life, (E) Mindfulness in Interaction, (F) Performance Enhancement, and (G) Meta-Level Research.
These proposed area of research are situated based on the four distinct goal based definitions.

Most mindfulness research leverages digital technologies to improve people’s mindful prac-
tices in the real world. Although increasingly relevant parts of our daily lives happen online,
there is a dearth of research on mindfulness when using (AI) technology or during interactions
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in the digital space. Additionally, lot of automation, and Al based interaction often operate to
reduce the cognitive demand of everyday task. In this position paper, we argue that it might be
more beneficial to approach mindfulness in the digital realm from the other end—how can we
mitigate digital mindlessness?

Indeed, the algorithms that govern our online interactions (i.e., by providing personalization,
recommendations, or otherwise aiding in online decision making) seem to be responsible for
creating filter bubbles [2], increasing choice overload [3], and inducing distractions [4]. While
seemingly benign, filter bubbles can cause users to get “trapped” by their short-term goals [5, 6],
dopamine system exploits and even help propagate misinformation [7]. Although regulations
like GDPR [8] give users some control over the impact of algorithmic tracking, and their
personal data the use of dark patterns [9], all but renders this control ineffective by exploiting
users’ tendency to blindly accept such notices. Furthermore, beyond these existing algorithmic
practices, there is a recent rise in the use of algorithms to create deepfakes, which can be used to
manipulate or falsify text, images and video in a way that is indistinguishable from the genuine
to the inattentive eye.

While mindfulness is multifaceted, we propose a definition for digital mindlessness focused
on user autonomy and self-actualization [10] that is centered on the loss of agency that occurs
due to Al based automation:

Definition. Mindlessness is the vulnerable state of heuristic decision making which leaves
users susceptible to unintentional or malicious deception (e.g. fake news, deep fakes) and
misdirection (e.g., filter bubbles, dark patterns).

2. Elements of Mindlessness

In this section we discuss four elements relevant to mindlessness in terms of intent, effect,
and ingenuity. Filter bubbles are usually not caused by malicious intent but rather an effect
of over-personalization. Dark patterns are deliberate actions to exploit others, but vigilance
and best practice can mitigate its effects. On the other hand, deepfakes are often indiscernible
without contextual knowledge, akin to fake news and misinformation, whose propagation isn’t
always voluntary. To illustrate these effects further, we focus on how these mechanisms exploit
online users’ lack of awareness to warp their perception of reality.

2.1. Filter Bubbles

Personalized systems are ubiquitous, and they power digital platforms that enable socializing
(social media sites), searching for information (Google, Baidu), news consumption, surveillance
(employee monitoring), filtering (spam), forecasting (flu trends, weather, stock market), rec-
ommendation scoring (credit score, social score), content production (algorithmic journalism),
advertisement, etc. [11, 12]. Due to the user-centered nature of these personalized systems, the
information they present is deliberately curated to fit users’ preferences. It is often claimed that
users benefit from this personalized presentation: personalization leads to increased individual-
ization, commercialization, and deterritorialization [11]. On the other hand, these black-box



Al systems are also known to decrease transparency, controllability, and predictability, and
to promote existing inequalities [11]. This phenomenon, known as the Filter Bubble [2] has a
far-reaching influence on our online lives.

Filter Bubbles [13] exist because online system use user preference data to present personalized
information to users. While this ensures interaction and consumption of content that users are
interested in, it also traps them in a bubble of their preferences, isolating them from information
that challenges their standing. Such filter bubbles are further reinforced as users continue to
interact with their preferred topics in their bubbles, thereby reaffirming their already established
preferences [13], ultimately creating an “echo-chamber” [10]. This isolation leads to decreased
awareness of reality through a lack of exposure to otherwise important issues and different
points of view. This distortion of reality is detrimental as it affects the decision making process
of our society as a whole, which in turn impacts public policy [14].

Although Al-based personalization is commonplace in online interaction, research shows
that users are only minimally aware of filter bubbles. For instance, [15] find that 61% of the
Norwegian population has no or low algorithmic awareness. Given the widespread algorithmic
infrastructure that amplifies existing patterns, this lack of algorithmic awareness arguably
exacerbates the problem by weakening informed participation, increasing inequalities, deepen-
ing the digital divide, and reducing the quality of the online lived experience [16]. Increased
awareness through algorithmic literacy [15] coupled with exposing users to a broader spectrum
of topics is perhaps a feasible solution to the filtering problem [10].

2.2. Dark Patterns

Recently introduced privacy protections such as the GDPR [8] presumably give end-users more
control over the extent to which Al systems govern their daily digital lives. In response, Web
site owners have started to employ (or increase their use of) dark patterns to continue their
current data collection and personalization practices [17]. Dark patterns are the “evil twin”
of user interface (UI) and experience (UX) design. Ul and UX design leverage knowledge of
human behavior to provide affordances that make a system easier to understand and more
accessible [18, 9]. This knowledge of human behavior can however also be used to misdirect
users towards goals that benefit other stakeholders, often to the detriment of the user [19]. In
Al-based systems, dark patterns tend to be used to coerce inattentive users to opt in to the
algorithmic personalization practices.

There has been an increase in Ul designs with dark patterns embedded in them. For example
a recent study analyzing 240 mobile apps found 95% of the apps to be using some sort of dark
patterns [20]. Nagging, obstruction, sneaking, interface interference, and forced action are
prominent dark patterns that serve as strategic motivators that can nudge inattentive users into
accepting intrusive tracking practices. Not all dark patterns are developed with malicious intent
[19], but all have ethical implications nonetheless, as they intentionally confuse and manipulate
users [21].



2.3. Fake news and Misinformation

Misinformation is false or inaccurate information (e.g., rumors, urban legends, factoids) that
covers topics similar to those in the mainstream news media, but that is embedded with
ideological messages to target a subset of the population with a particular political leaning
[22]. Also known under the popular moniker “fake news”, misinformation is propagated both
intentionally and unintentionally—often with the aid of social media platforms and exacerbated
by the Al algorithms underlying the news feed of these platforms, which tend to emphasize
sensational “click bait” over accurate information [22]. Due to the wide reach and the potential
damages it can cause, misinformation is considered a critical issue [7].

Misinformation tends to be planted within news texts or images and circulated through
social media [7]. Considering how 68% of US adults use Facebook and 73% use YouTube for
daily news consumption according to social media use survey done in 2018, the influence
of misinformation is arguably far reaching. Furthermore, most social media users—and in
particular younger adults—are vulnerable to misinformation because the are either unable to
identify misinformation, influenced to accept information that is shared by their social group,
or likely to conform to confirmation bias (i.e., having a strong tendency to accept information
that confirms their existing views). As mentioned in Section 2.1, these factors are the ideal
circumstances for filter bubbles to form, so that the misinformation is further reinforced by
algorithmically controlled content delivery strategies that tend to expose users to content they
are most likely to interact with [22].

Misinformation is a regular part of our digital society and it affects our decision making
process [14, 7] by influencing the information we consume. To mitigate the challenges of
misinformation, research focuses on the detection of misinformative content, the dynamics
of the spread of misinformation, content validation, and misinformation management [14, 7].
Despite efforts to contain misinformation, it continues to adversely affect the lives of people
who consume online news and information. Many of the challenges posed by misinformation
are similar to those posed by filter bubbles and thus it is also likely that more awareness of
the progeny of information [13], and the introduction of information curated from outside the
user’s filter bubble [10] may offer a solution to the problem of misinformation.

2.4. Deepfakes

The term deepfakes describes the use of deep learning to generate fake content [23]. While
not all applications of deepfakes are malicious, it is very easy to use deepfakes in deceptive
ways, since deepfakes are often difficult to detect [24]. In this position paper we use a broad
definition of deepfakes that includes any mechanism that uses deep generative models to create
and present information that is not true. For example, text generated through GPT-3 [25] is
considered a deepfake, as are any of the image- or video-based deepfakes [26].

Deepfake research is mostly focused on their generation and detection—a never-ending “arms
race” of similar algorithmic strategies on either side of the battle [23]. Detection alone is not
enough to counter the possible adverse effects of deepfakes, though, because unsuspecting
users may not think to challenge the veracity of the faked content. In fact, there are currently
no perfect solutions to counter the deepfake problem and it is likely that human society will



eventually have to learn to live with deepfakes by becoming more mindful about them [27].
This can be achieved by educating the user about deepfakes and by training Al researchers and
developers about the ethical implications of their work [24].

3. Mindlessness vs Mindfulness

Human beings often resort to simple heuristics when making complex decisions. These heuristic
decisions are usually riddled with cognitive biases [28] that may be exploited or exacerbated
by unintentional or malicious Al systems that deceive or misdirect. As outlined in this paper,
dark patterns can cause users to opt in to filter bubbles; confirmation biases can turn these
filter bubbles into echo chambers, which in turn increase the malicious impact of fake news
and deepfakes as they spread across the Internet.

Research shows that heuristic thinking can be overridden by conscious reasoning [29]. While
there already exist mindfulness techniques that teach this active reasoning process, they are
often applied to real-world decision-making [1]. With the widespread use of dark patterns,
the pervasiveness of algorithms creating filter bubbles that spread misinformation, and the
increasing rise of deepfakes, creating mindful awareness is exponentially more challenging in
the digital realm.

As such, we argue that it is important to understand the limitations of mindfulness in the
context of the current digital landscape. Indeed, while mindlessness is the process of users being
unaware, we argue that the onus of this lack of awareness is not entirely on the user. Thus, we
argue that a research agenda for digital mindfulness should enable the design of systems and
interfaces that allow users to be more cognizant of how and where they place their trust.

4. Conclusion

In this position paper we argue that understanding the adverse effects of Al algorithms to help
overcome digital mindlessness as a way of enabling digital mindfulness. To give impetus to
the digital mindfulness research agenda, we plan to conduct a literature review to elicit how
reducing algorithmic influence on mindlessness may encourage mindfulness when interacting
with technology. Our review will cover the four themes outlined above: filter bubbles, 2) dark
patterns, 3) fake news and misinformation, and 4) deepfakes. We aim to not only cover the
research on these problems themselves, but also the research into solutions to these problems.
While the four thematic problems outlined in this position paper have mindlessness in
common, they differ in terms of adversarial intentions and user involvement. Specifically,
filter bubbles are not necessarily created by an intention to mislead, whereas in the case of
deepfakes the deception is intentional. Similarly, while the use of dark patterns relies on users
dissociating from their content, misinformation actually relies on the user actively buying into
the embedded ideological message. From the perspective of mindlessness, this means that filter
bubbles cause mindlessness due to over reliance on heuristics, dark patterns rely on mindlessness,
misinformation depends on not only mindlessness but on the rejection of alternate ideas due to
cognitive biases, and finally, deepfakes expect users to exhibit a strong confirmation bias.



Despite these differences, we conjecture that due to the underlying cause of these problems—
the inattentiveness of the end-user—the proposed solutions to digital mindlessness are likely to
have a common intent and perhaps even share similar strategies. It is our intention to leverage
this commonality, so that more comprehensive solutions can be proposed.
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