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Abstract. In this paper, we report the solution of the team BERT 4EVER for the 

automatic detection of borrowings in the Spanish Language task in IberLeF 2021, 

which aims to detect lexical borrowings that appear in the Spanish press. We 

adopt the CRF model to tackle the problem. In addition, we introduce pseudo-

label technology and ensemble learning to improve the generalization capability. 

Experimental results demonstrate the effectiveness of CRF model and pseudo-

label technology. 
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1 Introduction 

Lexical borrowing is a word formation that is widely used in many languages. Previous 

work on computational detection of lexical borrowings has relied mostly on dictionary 

and corpora lookup [1][2][3], with the limitation coming from the original dictionary 

or corpora. On the other hand, computational approaches to mixed-language data have 

usually framed the task of identifying the language of a word as a sequence labeling 

task, where every word in the sequence is attached to a language tag [4][5].  

IberLeF 2021 proposes the task “Automatic Detection of Borrowings in the Spanish 

Language” [6]. Our team, BERT 4EVER, also participates in this task. In this report, 

we will review our solution to this task, namely, the CRF model aided by pseudo-label 

technology and ensemble learning. 
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2 Related Work 

Linguistic borrowing is the process of copying elements and patterns from another lan-

guage into one [7]. This classification system is based on two processes: import and 

substitution. Input is the incorporation into the recipient's language of a foreign form 

that may or may not contain a meaning. Substitution refers to the substitution of foreign 

phonemes or morphemes by foreign phonemes or morphemes of the recipient language 

so as to localize the foreign form. Both processes can occur in the same borrowings. 

Thus, linguistic borrowing involves communication between two languages and has 

been extensively studied in the field of contact linguistics [8]. Various typologies have 

been proposed to classify language loanwords according to different criteria, such as 

typological features, linguistic hierarchy involved, integration of loanwords elements 

in the recipient's language, etc [9][10][11]. 

 Now that English has established itself as the global lingua franca, many languages 

are currently undergoing the process of importing new loanwords from English. In the 

past decade, English has produced a large number of lexical loanwords in many Euro-

pean languages, especially in the press. 

Previous work on computational detection of lexical borrowings have relied mostly 

on dictionary and corpora lookup. Studies on anglicization have begun to use a multi-

million-word corpus [12][13][14]. Alex [16] combined lexicon lookup and a search 

engine module that used the web as a corpus to detect English inclusions in a German 

text corpus and compared the proposed model with a maxent Markov model. Furiassi 

and Hofland [17] explored corpora lookup and character n-grams to extract false angli-

cisms from an Italian newspaper corpus. Andersen [2] used dictionary lookup, regular 

expressions and lexicon-derived frequencies of character n-grams to detect anglicism 

candidates in the Norwegian Newspaper Corpus (NNC). In computational approaches 

to mix-language data, the task, aiming for the identification of the language of a word, 

has usually been assumed as a tagging problem which needs every word in the sequence 

to be tagged [5]. 

The large amount of available data presents methodological challenges to data pro-

cessing for English language research. Corpus-based studies of English borrowings in 

Spanish media have traditionally relied on manual evaluation of either previously com-

piled general corpora such as CREA [15], or new tailor-made corpora designed to ana-

lyze specific genres, varieties or phenomena. In Spanish, Serigos [18] extracted angli-

cisms from an Argentinian newspaper corpus by combining dictionary lookup (aided 

by TreeTagger and the NLTK lemmatizer) with automatic filtering of capitalized words 

and manual inspection. In Serigos [3], a character n-gram module was added in the 

dictionary lookup method to estimate the probabilities of a word being English or Span-

ish. Moreno Fernandez and Moreno Sandoval[19] used different pattern-matching fil-

ters and lexicon lookup to extract anglicism candidates from a tweet corpus in US Span-

ish. 
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3 Method 

In the automatic detection of borrowings in the Spanish Language task, we train five 

CRF models based on the five-fold data and then use the trained CRF models to predict 

unlabeled samples. We gather the pseudo-labeled dataset together with the training set 

to train the new CRF model. 

3.1 CRF 

 

Fig. 1. CRF Model. 

 

There are two random variables, 𝑋 is a random variable on the sequence of data to 

be labeled, and 𝑌 is a random variable on the corresponding sequence of data to be 

labeled. The random variables 𝑋 and 𝑌 are under the common distribution, but we con-

struct a conditional model 𝑝(𝑌|𝑋) from paired observation and label sequences in a 

discriminative framework, without explicitly modeling the marginal 𝑝(𝑋). 

Let 𝐺 = (𝑉, 𝐸) be a graph such that 𝑌 = (𝑌𝑣)𝑣∈𝑉，so that 𝑌 is indexed by the verti-

ces of 𝐺.Then (𝑋, 𝑌) is a conditional random field in case, when conditioned on 𝑋, the 

random variables 𝑌𝑣 obey the Markov property with respect to the graph: 

𝑝(𝑌𝑣|𝑋, 𝑌𝑤 , 𝑤 ≠ 𝑣) = 𝑝(𝑌𝑣|𝑋, 𝑌𝑤 , 𝑤~𝑣) 

where 𝑤~𝑣 means that 𝑤 and 𝑣 are neighbors in 𝐺, 𝑤 ≠ 𝑣 means all vertices ex-

cept 𝑣. 𝑌𝑣 and 𝑌𝑤 are random variables corresponding to 𝑣 and 𝑤. 

Table 1 lists the feature set which obtained the best performance in our experiments, 

and we report the experiment result based on this feature set. The “collocation” feature 

is the Co-occurrence between the current word and the next (or last) word. 

Table 1. The defined feature sets used in CRF. 

Type Feature Description 
Unigram 𝑤𝑛(𝑛 =  −1,0,1) The previous 𝑛, current, and next 𝑛 words 
Prefix 𝑝𝑛(𝑤0) , 𝑛 =  2,3,4 The first 𝑛 letters in the current word 
Suffix 𝑠𝑛(𝑤0) , 𝑛 =  2,3,4 The last 𝑛 letters in the current word 
Collocation 𝑤𝑛−1𝑤𝑛(𝑛 =  0,1) The collocation of the current word and the next (or last) word  

 



3.2 Ensemble learning 

We conduct five-fold cross-validation for the training data and then train five models 

based on the five-fold data. Each model predicts the test data separately. For each token 

𝑥, the predicted output of the model is 

𝑦𝑖 = 𝐶𝑅𝐹𝑖(𝑧) 

in which 𝑧 is the token 𝑥’s feature representation, 𝐶𝑅𝐹𝑖 is the 𝑖-th CRF model and 

𝑦𝑖  is the output of 𝑖-th CRF model. Therefore, the output of the five models is 

𝑌 = [𝑦1, 𝑦2, 𝑦3, 𝑦4, 𝑦5] 
We consider the label that appears most in 𝑌 as the label of 𝑥. 

3.3 Pseudo-label technology 

We use a pseudo-label strategy [20][21] to generate labeled data that does not require 

manual labeling, as shown in Figure 2. We first use the competition open training set 

to train CRF models, and then use the trained CRF models to predict unlabeled samples, 

the predicted results as the sample label. And then we screen all the predicted samples 

to filter out the sentences without lexical borrowings, only the sentences with lexical 

borrowings exist. The unlabeled samples we use from GlobalVoices (Spanish portion 

of GlobalVoices)2 and News-Commentary11 (Spanish portion of NCv11)3. We gather 

the filtered sentence set together with the training set to train the new CRF model, and 

although the sample quality obtained through data enhancement is not high, the new 

model has higher generalization capability to some extent because the new model 

trained with more data. 

  

Fig. 2. Pseudo-label Technology Flow Chart. 

4 Results 

 

 

 

 
2 http://opus.nlpl.eu/GlobalVoices.php 
3 http://opus.nlpl.eu/News-Commentary-v11.php 

http://opus.nlpl.eu/GlobalVoices.php
http://opus.nlpl.eu/News-Commentary-v11.php
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Table 2. The experiment of exploring different Prefix/Suffix performance. 

Prefix/ Suffix P R F 

/ 91.21% 8.11% 14.90% 

2 73.06% 40.73% 52.29% 

3 71.27% 30.76% 42.95% 

4 83.15% 20.68% 33.08% 

All 76.33% 41.13% 53.42% 

 

We first explore the performance of different prefixes/suffixes, and the results are 

shown in Table 2. The feature of first (and last) 2 letters in the current word has the 

greatest impact on the task, with an increase of 37.39 in the F value. When all the pre-

fix/suffix features are used together, the effect is the best, and the result based on five-

fold cross-validation has reached 53.42%. 

Table 3. The results of our model based on five-fold cross-validation. 

Model P R F 

CRF 76.33% 41.13% 53.42% 

CRF + Pseudo-label Technology 67.82% 42.25% 52.06% 

Table 4. The results of our model on final test set. 

Model Type P R F 

 

CRF 

ENG 76.48% 25.99% 38.80% 

OTHER 60.00% 6.52% 11.76% 

ALL 76.29% 25.29% 37.99% 

 

CRF + Data Augmentation 

ENG 75.43% 28.25% 41.10% 

OTHER 60.00% 6.52% 11.76% 

ALL 75.27% 27.47% 40.25% 

 

As shown in Table 3 and Table 4, the recall of CRF based on pseudo-label technol-

ogy is significantly improved, which proves that the pseudo-label technology can im-

prove the generalization performance of the model. On the final test set, the F value of 

the CRF model reached 37.99%, and the F value of the CRF model based on pseudo-

label technology is 40.25%, which shows that the pseudo-label technology has a sig-

nificant impact on detection of borrowings in the Spanish language task. 

5 Conclusion 

In the automatic detection of borrowings in the Spanish Language task in IberLeF 2021, 

we adopt the CRF model aided by pseudo-label technology and ensemble learning. In 

addition, we also explore the impact of different features on the task. In the future, we 

will try to combine pseudo-label technology with deep learning models in order to 

achieve better results on the detection of borrowings tasks. 
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