
GuillemGSubies at IDPT2021: Identifying Irony
in Portuguese with BERT

Guillem Garćıa Subies1
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Abstract. This paper describes a system created for the IDPT 2021
shared task, framed within the IberLEF 2021 workshop. We present an
approach mainly based on fine-tuned BERT models using a Grid-Search
and Data Augmentation with MLM substitution. Our models far out-
perform the baselines and achieve results close to to the state-of-the-art.
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1 Introduction

Although irony can be relatively easy to identify for humans, it is not so easy to
detect for NLP models [5], mainly because the information can be implicit and
usually doesn’t use the literal meaning of the words used. This makes the task
of irony detection prefect to evaluate the evolution of NLP systems.

The IDPT (Irony Detection in Portuguese) shared task proposes, during this
third edition of the IberLEF [15] workshop, a corpus to detect irony in tweets
and news written in Portuguese [1]. This article summarizes our participation in
all the IDPT tasks.

Given the success of Transformer-inspired language models [23], both in
academia and industry [24], we decided to use already pre-trained BERT [6]
models. Furthermore, their ability to understand contextual information can be
very useful for the irony detection task. Specifically, we will use BERTimbau
[21] with hyperparameters Grid-Search. To address the problem of small data,
we will use Data Augmentation techniques.

1.1 Task Description

There are two corpora, one for tweets and one for news (task1 and task2 respec-
tively). For both of them, the problem is binary classification, where the sample
can be ironic or not.

IberLEF 2021, September 2021, Málaga, Spain.
Copyright © 2021 for this paper by its authors. Use permitted under Creative
Commons License Attribution 4.0 International (CC BY 4.0).



The tweets corpus has 15212 tweets and the news one has 18494 news for
their train splits. The data is collected from various preexisting sources [8] [4]
[14]. Then, the test splits are composed of 300 tweets and 300 news gathered
and annotated by the organizers of the tasks. This will help to create models
that generalize very well.

The metric used to evaluate the results is the balanced accuracy. This is
mainly because both datasets are very unbalanced as we can see in the table
1. It is also notable the difference between tasks; most of the tweets are ironic
while most of the news are not ironic.

Tweets News

Class Nº of samples Class Nº of samples

ironic 12736 ironic 7222

not ironic 2476 not ironic 11272
Table 1. Distribution of Samples

1.2 Goals

This work is focused on proving that it is possible to use open source resources
and relatively small language models (compared to the newest models like GPT-
3 [2]) to obtain state-of-the-art results. Specifically, the main goal is to obtain a
Portuguese language model that can detect the irony in the text and meet the
requirements explained before.

1.3 Summary of the proposal

To achieve the goals explained above we will fine-tune a BERTimbau model [21]
with Grid-search optimized parameters. Along with this model, the data is first
preprocessed with simple heuristics and then, augmented with Masked Language
Model word masking.

In the next section, we will briefly see some previous work related to this
topic. Then, in Section 3, we will explain the main ideas behind the proposed
models and the experiments we did. In Section 4 we will present a summary of
the results we got. Finally, in Section 5 we will expose the main conclusions of
our work and results, and we will also propose some ideas for future work.

2 Related Work

There is an extensive bibliography on Sentiment Analysis and irony detection in
social media given the high scientific interest in solving such a difficult problem.
Some early attempts to create corpora in this field were for sarcasm detection,
for instance Davidov et al. used Amazon Mechanical Turk to create a corpus
with 5.9 million tweets [5] and Riloff et al. explore the identification of sarcastic



tweets that have a positive word or comment followed by an undesirable situation
[20].

There have also been some attempts to create irony detection corpora in
other languages than English. For example, Ptacek et al. [19] created a Czech
sarcasm binary classification dataset for tweets and also propose a n-gram and
heuristics based embeddings that are feed intro classic machine learning models.
Liebrecht et al. [12] collect a Dutch sarcasm dataset from tweets that included
the hashtag #sarcasm and hypothesize about that hashtag being the digital
equivalent of non-verbal expressions in live interactions. Bilal et al. [10] collect
irony detection datasets in different languages in order to show that good models
can be trained even when the data for some language is scarce.

Following this trend, there have been a lot of irony detection competitions
these last years. For instance, IDAT [9] proposed a binary classification problem
to detect irony in tweets written in Arabic. The best model was a feature based
one with classic machine learning models, outperforming even BERT models.
IroSvA, [16], proposed a binary irony classification problem for Spanish tweets in
different Spanish dialects. This time, the best model fed a Word2Vec embeddings
into a Transformer model as a weights initialization.

For the Portuguese language, Carvalho et al. [3] detect irony in newspaper
comments using simple glossaries, proving that complex linguistic features do
not work for irony. Following the same trend Freitas et al. [7] create a list of
relevant patterns to detect irony in Portuguese tweets.

It is notable that some of the models used in these works still use linguistic
features and heuristics to detect the irony. However, we will focus on the potential
of language models to solve this task without any linguistic features.

3 Models

3.1 Data Preprocessing

We performed a simple preprocessing where we substituted some expressions
with a more normalized form:

– Every URL was replaced with the token “[URL]”, so we don’t get strange
tokens when the tokenizer tries to process a URL. Furthermore, no semantic
information about irony can be inferred from a URL, the only information
relevant for the model is that there is a URL in that token.

– The hashtag characters (“#”) were deleted (“#example”→ “example”) be-
cause the base language models we will use, are trained in generic text and
might not understand their meaning. Furthermore, most of the hashtags are
used the same way as normal words.

– We replaced every username with the generic token “[USER]” because the
exact name of a user does not really add any information about the irony.
The only relevant feature is knowing if someone was mentioned or not, but
not who.

– Finally, we normalized every laugh (“jasjajajajj”→ “haha”), so we minimize
the noise of the misspellings, common in social networks.



3.2 Baselines

We created some baselines, so we can compare our models properly. We selected
a HashingVectorizer + RandomForest. This way, we can compare our models to
a classic feature extraction model.

3.3 Language Models

We used BERTimbau [21], a Portuguese BERT model that outperforms mBERT
and the previous state-of-the-art. Specifically, we used the large model, bert-
large-portuguese-cased. For the fine-tuning process, we carried out a Grid-search
optimization over the main parameters of the neural network: learning rate,
batch size and dropout rate. The search was performed with a 5-fold stratified
cross-validation with the following grid: Learning rate, (1e−6, 1e−5, 3e−5, 5e−
5, 1e − 4); batch size, (8, 16, 32) and dropout rate, (0.08, 0.1, 0.12). The best
parameters for both models were: learning rate, 1e−5; batch size, 16 and dropout
rate, 0.1.

3.4 Data Augmentation

As the dataset is relatively small, we decided to run Data Augmentation tech-
niques. The selected strategy was the Data Augmentation through the masking
of words with a Masked Language Model, BERTimbau. For every sample in the
dataset, we randomly masked 15% of the tokens and used BERTimbau to pre-
dict them, creating a modified sample. With this method, we obtained double
the amount of the original samples.

4 Experiments and Results

4.1 Experimental Setup

The software we used was Python3.8, transformers 4.5.1 [24], pytorch 1.8.1 [17],
scikit-learn 0.24.1 [18] and nlpaug 1.1.3 [13].

4.2 Results

In the Table 2 we can see the results for our models in the test set of the first
task. Our runs for this task are BERTimbau and BERTimbau-aug, without data
augmentation and with data augmentation, respectively as explained in Section
3.3.

We can see that the language model far outperforms classic methods like
hashing tricks and a random forest. We can also see that, although the Data
Augmentation does not provide a great performance boost, it is still useful in
order to have better models. All in all, our models obtain great results given
their simplicity, proving that finding the right parameters for the model is crucial
for optimizing the performance. These results are placed fourth among all the



participating teams, which proves that our approach, given it’s simplicity and
the lack any linguistic analysis, is very good.

Model bacc

HV+RF 0.3316

BERTimbau 0.4912

BERTimbau-aug 0.5000
Table 2. Results for task1

For the second task, the results were not as good as the ones obtained in
the first task. In the Table 3 we can look at them in more detail. It looks like
BERTimbau did not behave so well with the news dataset.

Model bacc

HV+RF 0.5423

BERTimbau 0.7804

BERTimbau-aug 0.7858
Table 3. Results for task2

5 Conclusions and Future Work

Through this shared task, we have seen that NLP can be of great help in de-
tecting irony from natural language in social networks and there is still a long
way to go. The results obtained by our systems are very promising given their
great performance and their simplicity. This compilation of methods is very sig-
nificant because it could lead to much better results when combined with other
improvements from the state-of-the-art. Particularly, the Data Augmentation
approach with the Grid-search have proven to work really well in this context.
We therefore consider that we have achieved our goals for this shared task.

However, we believe that our results could improve a lot using specific lan-
guage models trained only with corpora from social networks. Another interest-
ing approach would be to use a general language model and further pre-train
it with corpora from the same domain [22] as the final task. Finally, we have
proven that good hyperparameters are also key for a good neural network, so
a better search, like the Population Based Training [11], would further improve
the model.
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