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Abstract. In this paper, we describe the methods used to submit our
results to the Rest-Mex Recommendation System for Mexican Tourism
task of the Iberian Languages Evaluation Forum 2021. We propose a Bag
of Part-Of-Speech representation for text and to use statistical relational
learning in order to predict a relation between a tourist and a place in
terms of a target label, or recommendation.
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1 Introduction

Tourism has become a crucial source of revenue worldwide. From a socioeco-
nomic point of view, tourism has become one of the largest and fastest growing
industries in the world, extending activity online in the most recent decade [2].
In Mexico, this phenomenon is no exception, accounting for 8.7% of the national
GDP, generating around 4.5 million direct jobs. However, with the COVID-19
pandemic, which began in Mexico in mid-March 2020, tourism was one of the
most affected sectors in this country [1].

In this context, the use of Artificial Intelligence (AI), and in particular, Natural
Language Processing (NLP), could be of great help to identify problems based on
the analysis of the semantic aspects of tourists’ opinions. In the case of tourism,
a significant number of users express their views and opinions regarding the
experience of traveling to a certain place through social media. These opinions
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are subjective information that represents the user’s feelings, and the user’s
assessment associated with that experience. Online customer reviews of hotels
and restaurants for tourism play a key role in decision making. Text reviews on
travel websites can potentially influence destination selection. Tourists use this
information to satisfy their preferences. Similarly, managers of tourism services
and public institutions dedicated to promoting tourism can use this information
to improve customer service. In this way, tourism content shared through social
networks has become a highly influential source of information that may impact
tourism in many ways. Thus, mining the opinions of tourists in search of the
polarity of this opinion could influence decision making throughout the value
chain and support this industry.

In this paper, we describe the methods used to submit our results to the Rest-
Mex Recommendation System task of the Iberian Languages Evaluation Forum
2021 [1]. For this competition edition, the recommendation system problem is
defined as follows: ”Given a TripAdvisor tourist and a Mexican tourist place, the
goal is to automatically obtain the degree of satisfaction (between 1 and 5) that
the tourist will have when visiting that place.” The motivation of this competition
is that few recommendation systems for tourist sites are based on a user’s pro-
file’s affinity, compared to each place’s description. The data collections to train
these types of systems are from users and places in English-speaking countries.
Considering the importance of Ibero-American countries in tourism, it is vitally
important to generate Spanish resources that allow the generation of systems
that help develop intelligent systems in tourism [1].

Studies about recommendations, suggestions or content filtering for the tourism
sector can be traced back to the 80’s of the last century [5], [16]. Today, Recom-
mendation has become one of the most important methods for marketing and
selling products and services over the Internet. Recommendation Systems (RSs)
are software tools and techniques that provide suggestions of items that are most
likely of interest to a particular user [20]. Thus, RSs are becoming more present
in many websites and applications, providing us with recommendations on where
to travel (e.g. Expedia), what music to listen to (e.g. Spotify), what movies to
watch (e.g. Netflix), what to eat (e.g. Ifood), who to date (e.g. Tinder), or even
discover who shares your same lifestyle interests [12], [6], [7].

The problem that concerns us here is the following. The input consists of data
records that include: personal information about a tourist T ; a history of opinions
about places T has visited, associated with ratings T has given to those places;
the name of the current place of interest and the rating (label) that T has given
to this place of interest. The problem consists of predicting the labels that each
tourist would give to a new place, not included in tourist’s history.

Traditional techniques employed in RSs can be categorized in three approaches:
Content-Based (CB), Collaborative Filtering (CF), and Knowledge-Based (KB).
Hybrid systems are based on a combination of these techniques trying to lever-
age the advantages and mitigate the disadvantages of one over another [20]. In



this paper, we propose to approach the recommendation problem from a hybrid
perspective.

We consider a CB model, based on linguistic features associated with each tourist
and each place, and a CF model, which seeks to make a prediction of the label
that a tourist would give to a new place, based on the prediction of a Tourist-
Label-Place relationship. To this end, we propose a new Bag-of-POS (BoPOS)
type representation for modeling linguistic features, and the use of the ComplEx
[23] model, which computes a complex matrix factorization to predict relation-
ships between entities. In this regard, we assume that the model can make a good
prediction of the probability that a relationship (Tourist, Label, Place) exists.

The structure of the paper is as follows. Section 2 reviews related works. Section
3 introduces the proposed methods. Section 5 presents the experimental results
discussing the main findings. We conclude the paper in Section 6.

2 Related work

A CB recommendation system (RS) learns to recommend items that are similar
to those the user has liked in the past. The similarity of items is calculated based
on the features associated to the compared items. This technique identifies the
common characteristics of items that have received a favourable rating from a
user, and then it recommends to him/her new items that share those characteris-
tics [10], [17], [18]. For example, when a user rated (positively) a point of interest
(POI), the system can recommend similar POIs by calculating how similar these
two POIs are according to their features.

On the other hand, CF is the process of filtering or evaluating items using the
opinions of other people [21]. These opinions can be obtained explicitly from
users, or by using some implicit measures, such as records of previous purchasing.
That is, CF is an algorithm for matching people with similar interests for the
purpose of making recommendations [20]. In other words, CF algorithms extract
patterns of similarity in previous opinions about products or services, so that
profiles of people with similar interests can be matched for the purpose of making
a recommendation. For instance, a system may recommend a customer who
travelled to Paris and Barcelona, to travel to Rome, because other (similar)
users that travelled to Paris and/or Barcelona, travelled to Rome as well. There
are two types of CF algorithms: (1) memory-based, where user rating data is
used to calculate the similarity between users or items, and (2) model-based,
which use data mining and artificial intelligence tools to predict user ratings of
unrated items [19], [4], [8].

The KB technique works by recommending items based on specific domain
knowledge about how certain item features meet users’ needs and preferences
and, ultimately, how the item is useful for the user [20]. In other words, it gen-
erates recommendations to the user based on the knowledge about his needs



towards a particular item. These recommendations are performed under mea-
sures of utility, derived from the knowledge of the relationship between a specific
user and item. For instance, a KB tourism RS will generate recommendations
not only based on the past travel experience of the user, but also based on what
are the characteristics of the places/cities visited and the places available to rec-
ommend, that is, a KB RS exploits knowledge to map a user to the products he
likes [14], [3].

Finally, Hybrid systems are based on a combination of the above mentioned
techniques. Hybrid RSs have been proposed in the past. For instance, [13] used
associative classification to predict context and improve the recommendation;
[22] used user interaction and collective intelligence; [15] in their hybrid project
use collaborative filtering, content-based recommendation and demographic pro-
filing; [11] introduced a hybrid RSs combining the Markov Model and topic mod-
els in which a user is modelled as a mixture of topics, and a topic is modelled
as a probabilistic distribution over landmarks. More recently, [9] used K-nearest
neighbors (K-NN) for both collaborative filtering and content-based filtering,
and a decision tree for the demographic filtering in order to enhance the recom-
mendation accuracy.

In this paper, we propose a hybrid system based on a Statistical Relational
Learning approach, namely the ComplEx model [23]. The model is motivated by
the fact that Web-scale knowledge bases (KBs) provide a structured represen-
tation of world knowledge, but the incompleteness of these KBs has stimulated
research on the prediction of missing entries, a task known as link prediction
[23]. The core idea is to model the link prediction task as a 3D binary tensor
completion problem, where each slice is the adjacency matrix of one relation
type in the knowledge graph. In this case, a partially observed matrix or tensor
is decomposed into a product of embedding matrices with much smaller rank,
resulting in fixed-dimensional vector representations for each entity and relation
in the database. Given a fact r(s, o), in which subject s is linked to object o
through relation r, the score can then be recovered as a multi-linear product
between the embedding vectors of s, r and o [23].

3 Methods

3.1 Corpus characteristics and goal

Each instance in the training set consists of a UserX who recommends a placeY
according to a satisfaction degree, or Label ∈ {1, . . . , 5}. The training set con-
tains 1582 instances, and the test set, 681.

The available information about UserX is the following.

– Tourist’s gender.

– Tourist’s place: a set of places that UserX has visited.



– Tourist’s history: a set of UserX’s opinions about the places in Tourist’s
place.

– Tourist’s satisfaction: set of satisfaction degrees that correspond to each
location and opinion in the columns Tourist’s place and Tourist’s history.

The available information about placeY is the following.

– Kind of place.

– Place’s description.

Our goal is to find statistical patterns (UserX,Label, P laceY ), which represent
the relationship between a UserX and target PlaceY given by Label. In this
sense, we need to create triplets of this type with the information available in
the corpus.

3.2 Data pre-processing

Each instance of the training set consists of a tourist UserX, which is accom-
panied by the gender information and the tourist’s history. This history is a set
of opinions of various places together with their corresponding satisfaction de-
grees. Additionally, each training example has a target PlaceY associated with
a Label, rating that place. Each opinion in the tourist’s history is a short text,
which in some way describes the tourist’s appreciation of each place visited in
the past, correlating with the rating value (tourist’s satisfaction degree) given
to that place.

The problem here is twofold. On the one hand, for each training instance, there
is one target placeY associated with one target Label, but there are many past
places and opinions associated with their corresponding satisfaction degrees,
which do not always match the value of the target Label. On the other hand,
the target place may not be available in the tourist’s history. Table 1 below
illustrates the problem for the record User622, rating “1” the target place “Isla
de Coral”.

In order to generate the relationship graph, we divided each record, creating
a new one for each satisfaction degree value available in the tourist’s history
(Tourist’s satisfaction). In this way, each record contains one UserX, accompa-
nied by the gender, together with those tourist’s places and histories correspond-
ing to one single Label, and including the target placeY and Label. Therefore, in
relation to the example shown above, we will have two new records, one for the
satisfaction rate of 5, and another for the rate of 4, with redundant information
regarding the tourist (User622 ), his/her gender, and the target place (“Isla de
Coral”) along with its recommendation value, or target Label (“1”).

Not the least, we used WordNet as a linguistic resource, so all texts were previ-
ously translated to English.



Tourist’s place Tourist’s history
Tourist’s

satisfaction

Islas Marietas

If you love to go to ”Hidden Beach” then
the place is Marieta Island in Mexico.

The island was formed by volcano activities.
This is hidden away in the remote ...

5.0

OYO 23635 Sher
E Bengal

Food quality is good enough. The accommodation is
also available. Surprisingly at each hotel room has a

different name. Hooka Bar is also available (Different f...
5.0

Garh Jungle
It is a historical place. The place is known as

”Medhasram”. I have come several times.
The place is 20 kilometers away from the city.

4.0

New Embassy
Chinese Restaurant

Food quality is very good. Especially mixed chowmin
and chicken with french mushroom.

You will not find that anywhere else.
5.0

Table 1: Data in record User622. The target place is “Isla de Coral” with a
recommendation Label = 1.

3.3 Bag-of-POS representation

In this paper, we propose a text representation based on Part-Of-Speech features
and synonymy-antonymy relations.

Part-of-Speech synonymy-antonymy relations. First, a collection of sets
is created, chosen from 4 linguistic features, specifically the Part-Of-Speech, or
the grammatical category of words, as follows.

We define V as the vocabulary of unique words from all the texts in the corpus.
For each word w ∈ V such that w is an adjective, noun, verb or adverb we create
the set

Ci =

 synonyms
of
w

∣∣∣∣∣∣
antonyms

of
w

 .

However, if w already belongs to a previously created set, we discard its re-
spective set Ci and move on to the next word. To obtain the synonyms (resp.
antonyms) of w, we used the synonymy (resp. antonymy) relation provided by
WordNet. We construct the sets in such a way that they only contain words with
the corresponding grammatical form (i.e. adjectives, nouns, verbs or adverbs).
At the end of the process, m sets are obtained.

Next, we order the sets according to their POS.



The first i sets correspond to adjectives, the next j-i sets are nouns, the following
k-j-i are verbs, and the last m-k-j-i are adverbs.

Text vector representation. We now construct a text representation using
the ordered sets. For each text t in the corpus, we assign an initial representation
with the following structure

We go through each word w ∈ t, if w belongs to a set Ci there are two options:

1. If w is on the left side of the set Ci, we add 1 in the i-th position of the
representation of t. The result is as follows;

2. If w is on the right side of the set Ci, we subtract 1 in the i-th position of
the representation of t. The result is as follows.

After having processed each word w in the text t, the vector representation is
the result of the addition and subtraction of 1’s, which results in a vector of
positive or negative integers which could look like this:

Rt = (0,−1, 3, 5, 5, 6, . . . , 13, 4).

3.4 Relation representation

In order to model each triplet (user, label, place), we first represent the tourist
using his/her gender, the tourist’s history and the place’s description, using the
text representation method described in Section 3.3, and the name of the target
place, concatenating each word by a hyphen. Thus, the Tourist representation
is a vector consisting of three parts, concatenated by underscores as follows:

– Part 1: The name of placeY.

– Part 2: Gender of UserX.



– Part 3: The string consisting of the concatenation of the entries of Rt, the
vector associated with the text in the Tourist’s history.

To represent the place in the triplet, we use the Place’s type and Place’s descrip-
tion, that are associated with the triplet. Then, the representation of placeY is
divided into the following parts:

– Part 1: The concatenation of each word in Place’s type, removing stop-words.

– Part 2: The concatenation of the vector entries associated with the text in
Place’s description.

As an example, consider the case mentioned above, that is, the triplet (User622,
Type 1, Isla de Coral). Using our BoPOS representation we obtain the new
triplet (RUser622, T ype1, RIsla de Coral), where

RUser622 = Part1 Part2 Part3

= Isla-de-Coral Male 0− 13− 5560 · · · 134

RIsla de Coral = Part1 Part2

= Isla-de-Coral 0000− 5560 · · · 346− 1.

This final vectors is what we call a Bag-Of-POS, or BoPOS representation. Its
interest is that it allows to compare tourists, or places, by encoding the semantic
contents of the reviews provided. In the presence of a new tourist, with his own
reviews, our BoPOS representation will allow to measure the similarity between
tourists. A similar situation is expected in regard to the places. This is illustrated
in Fig. 1.

To calculate the similarity between tourists the following applies. Consider two
tourists t1 and t2, with their respective BoPOS m-dimensional representations
Rt2 and Rt2. The Jaccard coefficient is given by

J(t1, t2) =
|It1 ∩ It2|
|It1 ∪ It2|

where, It1 is the set of indices i ∈ {1, 2, 3, . . . ,m} such that the i-th position in
Rt1 is nonzero. It2 is similar to It1, but corresponding to Rt2. Then the similarity
between the tourists t1 and t2 is calculated as follows,

sim(t1, t2) =

{
J(t1, t2) + 1 if t1’s gender is equal to t2’s gender

J(t1, t2) otherwise.



Fig. 1: Hypothetical relation graph illustrating the purpose of our BoPOS rep-
resentation, aiming at measuring similarities between existing tourists (t1 and
t2), and new tourists (t3 and t4).

3.5 The ComplEx model

In this subsection, we briefly review the ComplEx model, for further details see
[23]. ComplEx models a link prediction task as a 3-dimensional binary tensor
completion problem. Each slice of this tensor is the adjacency matrix of one
relation type in the knowledge graph. Each relation type r consists of triplets
(s, r, o), in which subject s is linked to object o through relation r.

ComplEx considers the tensor as the real part of a complex normal tensor, which
is diagonalized, slice by slice, via the Spectral Theorem for normal matrices. Each
slice Xr of the tensor is factored as

Xr = Re (EWrE
∗) ,

where Wr is diagonal and E is unitary such that EE∗ = Id. It is worth noting
that the matrix E is the same for every slice Xr. To predict whether a triplet
exists, ComplEx uses the scoring function φ(s, r, o) = Re (〈wr, es, eo〉), where
〈x, y, z〉 is the component-wise multilinear dot product

〈x, y, z〉 =
∑
k

xkykzk.

The vector wr is the diagonal of the matrix Wr. The vector es (resp. eo) is the
real part of the row of E corresponding to the subject s (resp. the object o). The
function φ returns the probability that the triplet exists.



The real and imaginary parts of the matrices E and Wr are initialized with
vectors having a zero-mean normal distribution with unit variance. The model is
trained using stochastic gradient descent optimizing the negative log-likelihood
of the logistic model described with L2 regularization. After the training, the
model learns the matrices E and Wr, and thus, the scoring function φ needed
to predict the existence of missing links.

We use ComplEx in the following way. We consider the binary 3-dimensional
tensor given by the 5 adjacency matrix defining each of the five relations type1,
. . ., type5 between representations of users and places described in Subsection
3.4. In our case, the subject s corresponds to UserX, and the object o to placeY .
After training the ComplEx model, we use it to predict the probability of the
existence of a triplet (UserX, Type w, placeY ).

4 Experiments

4.1 Experimental setup: Training Phase

The training instances for the ComplEx model (M) were constructed from the
corpus of opinions, which was available for these purposes.

In this corpus, each record of a UserX recommending a PlaceY, with Label
w, was modeled as described in Section 3. Then, we obtain a set of triples
(RUserX , T ype w,RplaceY ), denoted by D1, which is used to train model M .

To train M , we split the set D1 into two sets: D1train with the 80% of the triples
in D1 and D1test with the remaining 20%. Thereafter, we performed validation
tests to determine accuracy and recall.

4.2 Experimental setup: Test Phase

Once the models were trained, the unlabeled test data were received. We describe
now the experimental setup used to produce the test results. The test corpus is
made up of instances of a UserX recommending a PlaceY, for which we desire
to predict the label.

The test corpus was modeled similarly as described in Section 3, but since, in
this case, we do not have the labels, each instance of a UserX that recommends
a placeY is modeled with the tuple (RepUserX , RepPlaceY ). Thus, we obtain a
set D2 of tuples from all the instances of the test set.

Since in D2 there exist representations of tourists that do not appear in D1, we
used the similarity measure, described in Section 3, when performing the test
task using D2. To obtain the recommendation Label (RepUserX , RepP laceY ) ∈
D2, in the range [1,5], all possible relationships, or degrees of satisfaction, be-
tween UserX and placeY are tested; that is, all possible triples

(RepUserX , T ype w,RepPlaceY )



are passed to ComplEx, with i = 1, 2, ..., 5. The predicted label is obtained by
retaining the triple with the highest probability.

5 Results and discussion

Our results for the validation and test phases are shown in Table 2, including
also the best participating test results.

Metric Validation Test phase Baseline Best result
(training phase) (Majority Class)

MAE − 1.65 0.73 0.31
Accuracy 39.85 % 20.91 % 53.81 % 77.28 %
Recall 39.70 % 19.54 % 10.76 % 52.85 %

Table 2: Prediction performance.

The Mean Absolute Error (MAE) was the primary metric used to determine
the overall ranking of participants. With respect to this metric, our results were
below the average. This is shown in Figure 2. This figure was obtained by taking
the distribution of the results of all participants, in each metric reported by the
competition organizers. The figure shows violin plots depicting the distribution of
the results, where the average, the best result and our performance are depicted
on this plot.

Looking at Table 2, we can see that, compared to the baseline (Majority Class),
our model outperforms it 81.5% with respect to the Recall metric. However, with
respect to Accuracy, our model is way below the baseline. This can be explained
by the presence of the dominant class 5.

How can we explain these negative results? A possible reason is our representa-
tion method. Our aim was to extract the linguistic features in the text, specif-
ically related to the lexical and semantic relations of synonymy-antonymy. In
doing so, we expected to grasp similar degrees of satisfaction, as expressed by
these semantic relations in each review. However, it is very likely that these
similarities do not correlate well with the corresponding labels of each review.
Therefore, it is necessary to model other aspects of language, and to delve into the
linguistic features that could have a better incidence in the correlation between
the tourist’s opinion about a place and his satisfaction degree for that place.
Another (correlated) cause is the similarity function applied to the tourists’ rep-
resentation. Indeed, the Jaccard coefficient measures representation similarities
in terms of which POS terms are shared and which are distinct. The problem is
that these similarities in POS contents, does not feature similarities in tourists’
recommendations coincidences.



Fig. 2: Performances of all the participating runs in each of the metrics of the
competition. The black dot in each metric is the performance of our method.
The red point is the best performance in each metric. The white point is the
average of the performances.

6 Conclusion

In this paper, we presented a method of text representation different from the
methods of lexical co-occurrence in text. This method extracts the linguistic
features in the text, specifically the lexical and semantic signals of synonymy-
antonymy. We proposed to use the ComplEx model [23] for the recommendation
task. The model was modified to perform the prediction of the target label, con-
sidering it as a relationship between a User and a Place. The results obtained are
somewhat negative. However, better performance may be obtained by improving
the text representation method, in order to improve similarity measures. Also,
we hypothesize that performance may improve, if we focus on the linguistic fea-
tures that could have a better incidence in the correlation between the tourist’s
opinion about a place, and his satisfaction degree for that place.
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