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Abstract
Multiword Expressions (MWEs) such as idioms (make ends meet), light verb constructions (give a sigh),
verb particle constructions (shake up) and noun compounds (loan shark), are an integral part of the
mental lexicon of native speakers often used to express complex ideas in a simple and conventionalised
way accepted by a given linguistic community. As they may display a wealth of idiosyncrasies, from
lexical, syntactic and semantic to statistical, they have represented a real challenge for natural language
processing. However, their accurate integration has the potential for improving the precision, natural-
ness and fluency of downstream tasks like text simplification. In this paper I discuss some advances in
the identification and modelling of MWEs, concentrating on techniques for identifying their degree of
idiomaticity and approximating their meaning. One of the challenges is that their interpretation often
needs more knowledge than can be gathered from their individual components and their combinations
to differentiate combinations whose meaning can be (partly) inferred from their parts (as apple juice:
juice made of apples) from those that cannot (as dark horse: an unknown candidate who unexpectedly
succeeds). In particular, the paper presents results obtained with the use of contextualised word repre-
sentation models, which have been successfully used for capturing different word usages, and therefore
could provide an attractive alternative for representing idiomaticity in language.
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1. Introduction

Human language is a powerful means for communicating ideas, and concepts, requests and
desires, for transmitting folklore, tales, history and scientific knowledge, on both an individual
and a global scale. It is expressive allowing complex ideas to be transmitted both formally
and informally, in scientific and in colloquial settings; it is creative and dynamic incorporating
new concepts, words and usages; flexible and ambiguous allowing for irony, jokes, idioms and
metaphors (e.g. a blanket of snow, French kiss, rocket science). However, such a large, rich and
complex system may also challenge humans and create barriers for a clear understanding of the
message to be communicated. For instance, a lack of vocabulary or of a particular word usage
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may hinder the full understanding of a message. This is a common situation for children learning
a language [1], for adult native speakers learning a new domain, and often faced by second
language learners [2]. Health factors have also been linked with an impact in language abilities,
including in clinical conditions like aphasia [3] and dyslexia [4] and autism [5]. Socio-economic
conditions and lack of access to schooling may also result in low language abilities and even
illiteracy [6], which, in many contexts, may affect a large part of the population, as, for instance,
in Brazil, where according to social indicators, in 2012 6% of the Brazilian population aged 15 or
over were fully illiterate, among 27% who were functionally illiterate.1 Therefore, making texts
accessible for different target groups can be viewed as a crucial task not only for leading to a
better understanding, but also for ensuring a better quality of life.
In fact, there have been considerable research efforts into how to simplify texts [7, 8, 9, 10],

analysing their readability levels [11, 12, 13], creating resources [14, 15, 16], proposing new
techniques [17, 14] and analysing the suitability of evaluation frameworks [11, 15, 18]. These
have been applied for languages that in addition to English, include Spanish [19, 20], Portuguese
[6, 12, 21, 22], Italian [23] and Basque [24].
One approach to text simplification targets lexical substitutions [7], where words identified

as difficult are replaced by easier synonyms, according to a given simplicity measure, such as
word frequency, polysemy and length. However, in addition to considering words individually,
lexical substitution needs to take into account the occurrence of Multiword Expressions (MWEs)
in sentences, including compound nouns (like loan shark2) and idioms (like let the cat out of the
bag3) since their meanings may not be related to the meanings of their individual components,
and replacing one of their components in isolation may result in a nonsensical simplification
or even in loss of the original meaning (e.g. loan fish instead of loan shark). In particular,
MWEs are also challenging since they display many idiosyncrasies, from lexical to semantic
and statistical [25], and these may have an effect on the readability of a sentence, and are
particularly problematic for non-native speakers of a language since these idiosyncrasies are
often unpredictable, and may lead to markedness (e.g. strong coffee vs. ?powerful coffee).
Indeed, the positive impact of explicitly handling MWEs has been discussed for a number

of tasks and applications like machine translation [26], information retrieval [27] and parsing
[28], as discussed by Constant et al [29]. Although text simplification has received considerable
attention, studies focusing on MWEs are still scarce and there is a need for further investigation
into potential processing overheads involved in MWEs (if any) for different groups, and how
they can best be handled for text simplification. In what follows, I discuss some of the challenges
of MWEs and some techniques for detecting their idiomaticity.

2. Multiword Expressions and Idiomaticity

MWEs have been defined as word sequences, not necessarily adjacent, that are recurrent, act as
a single unit at some level of linguistic analysis [30], and whose interpretation crosses word
boundaries [31]. MWEs include, besides compound nouns (cheese knife, software engineering)

1http://www.ipm.org.br/
2Meaning a person who lends money at very high interest rates.
3Meaning to reveal a secret.
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and idioms (make ends meet, kick the bucket), verb-particle constructions (break down, carry on),
determinerless PPs (in hospital), collocations (strong coffee, heave baggage), support verbs (give
sigh, take shower), among others. The importance of MWEs for a simplification system can be
gauged from estimates about their frequency in language: for Biber et al. [32] they correspond
to between 30% and 45% of spoken English and 21% of academic prose, while for Jackendoff [33]
they have the same order of magnitude as the number of single words in a speaker’s mental
lexicon. They have also been found to have faster processing times compared to non-MWEs
(compositional novel sequences) [34, 35].

Their computational treatment involves steps like discovering their occurrence in sentences,
determining how idiomatic they are (as a type in general and as an MWE token in a particular
sentence), and approximating their meaning. For MWE discovery, methods for determining
if a given sequence of words forms an MWE or not have often been based on the statistical
markedness of their recurrence, using association and entropic measures calculated from corpus
counts [36], and on morphosyntactic patterns commonly associated to MWEs [37, 38]. These
have been applied to a variety of MWE types and languages and have been extensively discussed
[39, 36, 40].
For determining the meaning of a combination of words, one common strategy is to derive

it from the meanings of the parts. However, for idiomatic cases this approach will lead to
an unrelated meaning being derived. This difference between the meaning of the MWE and
the meanings of the components can be used as the basis for determining how idiomatic a
given MWE is [41, 42, 43, 44]. The assumption is that the closer the meaning of the MWE is
to the meaning of the components, the more compositional it is, and the more they differ, the
more idiomatic the MWE is. This approach has been used with word embeddings, using the
proximity in a multidimensional space between the embedding of the MWE and the embedding
of the components combined by operations like vector addition as semantic proximity. The
results obtained with static word embeddings like word2vec [45] and GloVe [46] for MWE type
idiomaticity detection for instance for Noun Compounds in languages like English, French and
Portuguese have been strongly correlated with human judgments about idiomaticity [44].

For token idiomaticity detection, the challenge is to decide if a potentially ambiguous MWE
is used literally or idiomatically in a given sentence (e.g. big fish literally as a large aquatic
animal or idiomatically as an important person). For this task, contextualised word embeddings
like BERT [47] and ELMo [48] may be an attractive alternative, as they seem to represent
words more accurately than static word embeddings like GloVe, being able to encode different
usages of a given word that appear to form clusters that seem related to its various senses
[49]. However, analyses of whether and to what extent idiomaticity in MWEs is accurately
incorporated by word representation models have recently reported mixed results. On the one
hand, in an analysis of different classifiers initialised with contextualised and non-contextualised
embeddings evaluated in five tasks related to lexical composition (including the literality of
NCs) contextualised models, especially BERT, obtained the best performance across all tasks
[50]. On other analyses, static models like word2vec had better performance than contextualised
models [51, 52]. These mixed results suggest that a controlled evaluation setup may be needed
to obtain comparable results across models and languages.
In recent work a set of probing tasks were defined to assess the representation of noun

compounds (NCs) in vector space models in two languages, English and French. The probes
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took into account the NCs and their paraphrases in contexts that involved minimal modifications
and were used to compare the idiomatic and literal representations of a given NC [53]. The goal
was to assess if word embeddings with different levels of contextualisation would be sensitive to
changes in idiomaticity caused by different paraphrases in naturalistic sentences and in context
neutral sentences.

A second set of probes was defined to assess if the models were more sensitive to idiomaticity
at type or at token level [54], and whether contextualised models could reach the performance
obtained by static embeddings for type idiomaticity detection [44]. The results obtained in
these evaluations suggest that these models are still not sensitive enough to detect idiomaticity
accurately. Moreover, even if contextualised embeddings outperform static models in many
tasks, they still have lower performance for idiomaticity detection. Further analyses that take
into account more fine-grained sense distinctions for MWEs, allowing for polysemy in literal
and in idiomatic senses, have revealed that fine-tuning improves performance, both for MWE
discovery in sentences and for sense identification [55]. This analysis is part of SEMEVAL 2022
Task4, and includes datasets for English, Portuguese and Galician.

For downstream tasks like text simplification, these results mean that systems that adopt
state-of-the-art pre-trained models as they are, will lack accuracy when faced with MWEs,
interpreting an idiomatic MWE like eager beaver in a sentence such as When she first started
working she was a real eager beaver. as more similar to anxious castor than to its actual synonym
of hardworking person.

3. Conclusions

In this paper I discussed MWEs and some of the challenges they pose for tasks like text
simplification. In particular I concentrated on recent work on idiomaticity detection using
state-of-the-art language models. The results obtained suggest that there are still advances to
be made for more accurate representation of MWE idiomaticity. However, given the prevalence
of MWE in natural languages, and their role in both general and technical domains, approaches
for text simplification, especially lexical simplification, need to take them into account for more
precise and understandable results. Moreover, additional research on the impact of MWEs
for different groups of speakers can shed light into any additional complexity, given their
advantageous processing for native speakers, and their often opaque meaning for non-native
speakers.
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