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Abstract

We investigate the performance of sparsely connected neural networks, with connectivity determined
by road network graphs, for solving the Traffic Signal Setting optimization problem. We conducted
experiments on three realistic road network topologies and found these types of graph neural networks
superior to fully connected ones, both in terms of generalization properties on fixed test sets and - more
importantly - near target function minima obtained in the gradient descent optimization process. We
additionally confirm the soundness of our method by showing that random perturbations of the actual
graph lead to consistent deterioration of model performance.
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1. Introduction

Traffic optimization problems have a natural underlying graph structure, determined by the
topology of the corresponding road network. In this paper, we introduce a neural network
architecture based on a road network graph adjacency matrix to solve the so-called Traffic
Signal Setting (TSS) problem, in which the goal is to find the optimal traffic signal settings for
given traffic conditions (as defined in [1]). Some variants of this problem were proven to be
NP-hard even for very simple traffic models ([2]), and therefore, heuristics and approximations
have been used to solve it ([1]), but the existing approaches still have some drawbacks. For
example, evaluating the quality of traffic signal settings using accurate traffic simulations (which
is a standard evaluation method) can be too time-consuming, especially for large-scale road
networks and/or online evaluation ([3, 4]). Also, the size of the space of possible solutions is
so large that it turns out infeasible, in any reasonable time, to obtain global minima (or even a
relatively good signal settings) of the simulator output by checking all the possible solutions or
doing a random search ([1]), as most points in the input space are far from the optimal solutions.

A strategy used for solving these two difficulties was presented in [1] and consists of generat-
ing a reasonably sized training set using a traffic simulator and then fitting a machine learning
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model to approximate the outcomes of traffic simulations very fast and accurately. The output of
these models can be then minimized using an optimization algorithm, such as gradient descent,
in hope to obtain close to optimal traffic signal settings. This strategy turned out to be quite
successful ([1, 5, 4]), yet the models’ accuracy degraded close to points considered as minima
by the optimization algorithm and the model, making further optimization far more difficult
([3, 4]).

In this paper, we show that the graph-based neural networks (GNN) that we use, built based on
road network graphs, can outperform feed-forward fully connected neural networks (FCNN) on
this task. Comparing to the standard FCNNs, the introduced GNNs have most of the connections
deleted, keeping only the crucial connections between neurons (making the information flow
corresponding to the traffic flow in the road network), which makes this architecture relatively
sparse, easier to train and generalize. As a consequence, GNNs have better accuracy on the test
set, as well as close to the local optima found using gradient descent optimization applied to
the TSS problem. We also prove that GNN architectures work better than analogous ones built
based on perturbed adjacency matrices.

The rest of the paper is organized as follows. Section 2 puts our work in the context of
a research in the domain of building surrogate models for complex processes, solving TSS
problem and using graph neural networks. Section 3 presents the two types of graph neural
network architectures we used. In Section 4, we describe the setup of our main experiments
including a description of the used datasets and their generation. Section 5 summarizes our
main experiment results showing that neural network architectures introduced in this paper
outperform other models used in such a task. In Section 6, we summarize the results of several
’sanity checks’ we performed in order to confirm that our results were not obtained by chance.
Moreover, the results in Section 6 can be especially interesting for researchers in graph neural
networks, e.g. we show that out-of-sample performance of graph-based sparse neural nets
decreases (almost) monotonously as a function of the distance of the adjacency matrix we use
for constructing the network from the true adjacency matrix. We summarize the presented
research in Section 7, outlining some possible future research directions.

2. Related works

Complex processes, such as road traffic in cities, are difficult to study due to large number
of interacting components (e.g., vehicles), nondeterminism or sensitive dependence on initial
conditions. Very often, the only reasonable method to accurately predict the behaviour of such
systems is to apply computer simulations which can be time-consuming and usually can’t be
simplified due to computational irreducibility. However, in many tasks related to complex
processes it is not necessary to obtain very accurate predictions, it can be sufficient to get
approximate outcomes but as fast as possible (due to stochasticity or sensitive dependence on
initial conditions, it may be impossible to predict the exact value anyway). Therefore, in such
cases it is natural to build the so-called surrogate models (metamodels) approximating outcomes
of simulations very fast and with a good accuracy ([6]). Such applications are especially common
in the case of optimization tasks, in which quite often it is necessary to run multiple simulations
in order to evaluate many different input settings ([7, 8, 9]). This is the case of traffic optimization



problems [10], such as the TSS problem. Many such surrogate models are based on machine
learning methods, such as neural networks [7, 8], and also some previous works on solving
TSS [1, 5, 3, 4] use various machine learning techniques (e.g., based on neural networks or
gradient boosted decision trees) to build metamodels of traffic simulations, which were used to
evaluate quality of traffic signal settings. Such metamodels were able to approximate outputs of
simulations (the total times of waiting on red signals) with a very good accuracy (e.g., values
of the MAPE metrics were at the level 1 — 2%) and a few orders of magnitude faster than by
running microscopic simulations [1, 5]. Thanks to that, it was possible to use optimization
algorithms such as genetic algorithms or gradient descent, to find heuristically optimal signal
settings without performing extensive parameter space searches that would take weeks to
complete [1, 5, 3, 4]. However, information about the road network structure has never been
used in those experiments, even though it should naturally be relevant when optimizing traffic.

Introducing the direct connection between the network architecture and the graph structure
can help to leverage additional information represented by a graph. Similarly to our work, [11]
introduces a graph NN layer in which each vertex has specific parameters assigned to combine
information from its neighbors. However, differently to our method, this layer uses only an
original graph matrix and skips the dual graph structure when performing computations. The
notable usage of a dual structure can be found in [12], where it is compressed to a PPMI matrix
using aggregated statistics from a random graph walk procedure. This aggregation is used to
introduce a vertex neighborhood context similarly to a popular T-SNE method [13]. [14] provides
an extensive overview of different graph neural networks architectures and applications.

Due to their capability to capture a road-network structure, GNNs were used in multiple
traffic applications. In [15, 16, 17] authors used spatio-temporal GNNss for a traffic situation
prediction, whereas [18] used the same technique in order to predict the TAXI demand. However,
our application of graph neural networks in the traffic optimization domain and the Traffic
Signal Setting problem seems to be the first such approach.

3. Network architecture

The key idea in defining our sparse graph-based neural network architecture is an intuitively
compelling rule that information/signal should propagate locally between the net layers. By
locality, we mean the presence of only those neuron connections that have a corresponding non-
zero entry in the adjacency matrix of the corresponding graph. In the case of the road network,
in order to implement such a rule, the neurons in the successive layers of the neural network
should be linked to the neurons corresponding to vertices and/or edges of the corresponding
graph. Thus, we propose the following general ways to build a graph neural network (see
Section 1 of Supplementary materials ([19]) for mathematical formulas):

1. Neurons in the even numbered layers, starting with the input layer as layer 0, correspond
to graph vertices (in our case - road crossings). Neurons in the odd numbered layers
correspond to graph edges (in our case - road segments). An exception should be the final
layer with just one neuron. Connections from a vertex-localized layer to an edge-localized
layer should only be present if a given vertex is an end of a given edge in the corre-
sponding road network graph. There are exactly two such connections for every edge



neuron. Connections from an edge-localized layer to a vertex-localized layer should only
be present if the edge has the vertex as its end in the corresponding road network graph.
The number of such connections is equal to the number of particular vertex neighbors.
or

2. Neurons in all layers, with the exception of the output layer, correspond to road network
graph vertices. Connections from a neuron in one layer to a neuron in the next one
should only be present if the corresponding vertices are neighbors in the road network
graph. The number of connections for the vertex node is equal to the number of the
vertex neighbors.

Although architecture 2 might seem to be more basic, architecture 1 appears to naturally
model a traffic flow through the road networks (see Supplementary materials ([19]), Section 2,
for a detailed explanation). In the rest of this paper, we focus solely on GNNs of the architecture
type 1.

It should also be pointed out that GNNs can have multiple channels at each edge/vertex. The
number of channels in each layer is a hyperparameter of the network. In the following part, we
always assume the number of channels to be constant across the hidden layers of the network.

One may also notice a similarity between our GNN architecture 2 and the graph neural
networks proposed by Thomas Kipf [20]. However, we do not share any weights in our model,
as we aim to focus on local patterns connected to roads / crossroads. Theoretically, we could
introduce some weight sharing in the ’edge’ layers of GNNs of type 1, but our first experiments
using this approach led to highly disappointing results.

In typical ML literature terminology, our GNNs should likely be called ‘NNs with a fixed
sparse connectivity mask’. In case of multi-channel networks, sparsity is applied in the ‘spacial’,
but not in the ‘channel’ dimension.

4. Experiment setup

In order to train the surrogate models, it was necessary to generate datasets first. For this task,
we simulated vehicular traffic on 3 realistic road networks, corresponding to selected districts
in Warsaw: Centrum, Ochota and Mokotdow, including 11, 21 and 42 intersections with traffic
signals, respectively. The simulations were run using a microscopic traffic simulator, Traffic
Simulation Framework [21], for which a road network description for Warsaw was obtained
from the OpenStreetMap service [22]. The inputs to the simulator were vectors of lengths 11,
21 and 42, respectively. Each position in a vector represented an offset of a traffic signal on a
corresponding intersection. The offsets are shifts with respect to a global two minute traffic
signal cycle start - times from the beginning of the simulation to the first switch from the green
signal state to the red signal state (it was assumed for simplicity that the duration of a green
signal phase is always equal to 58 seconds, while duration of a red signal phase is equal to 62,
constituting a 120-second cycle). The offsets were provided as integers, measured in seconds,
hence they ranged from 0 to 119 (note the periodicity of these variables). The simulator output
in each case was the total waiting time on red signals, summed for all the cars participating in
the simulation on a considered area (finding the inputs minimizing this output value was the
optimization goal of the considered TSS problem instance).



Each simulation lasted 10 minutes and consisted of 42000 cars on the whole road network of
Warsaw. The datasets for Ochota, Mokotéw and Centrum were generated using approximately
100000 randomly selected inputs for the TSF simulator (the input offset values from the set
{0,1,...,119} were sampled from the uniform distribution independently). These datasets are
publicly available to enable further research ([23]).

After preparing the datasets, we trained GNN and FCNN networks as metamodels to solve
TSS using gradient descent. Before training, we scaled the inputs to [—1, 1] using the following
mappring x — sin (27r2/120) and x — cos (272/120), thus doubling the input size (actually,
increasing the number of input channels). This is motivated by the periodicity of the problem -
the neural network may learn that the offsets are periodic and values 0 and 120 correspond to
the same setting and this can improve the training [3, 4]. For the output, we used a standard
scaler that divides the data by its standard deviation and shifts the mean to zero.

For each of the 3 considered road networks, we tested 9 different GNN architectures and 9
FCNN architectures. The 9 selected GNN architectures corresponded to all combinations of
values from the following parameter sets:

« number of hidden GNN layers: 2, 3, 4 (not counting input and output layers);
« number of channels per layer: 3, 4, 5.

The activation function we used was tanh, indicated as superior to ReLU in preliminary
experiments and in previous works [4].

For comparison, we also tested 9 FCNN architectures with tanh activation function, covering
all combinations of parameter values from the following sets:

« number of hidden layers: 2, 3, 4
« number of neurons per layer: 20, 40, 100

For each of the 3 datasets, we used the same 90/10 train/test split for each of the considered
18 hyperparameter settings (9 GNN architectures and 9 FCNN architecture). For each of the
architectures, we ran the following procedure:

1. Train a model on the training set for about 1100 epochs (concretely, minimize on 105
random mini-batches of size 997 (997 is the closest prime to 1000 - a prime number was
chosen to assure better randomization, although it was not expected to have any real
effect) using Adam optimizer ([24]) and a learning rate of 0.0035).

2. Evaluate the trained model on the test set using the mean relative error with respect to
the original outputs as the core metrics.

3. Generate 100 gradient descent trajectories of the trained model output with respect to its
inputs (in the original input space, backpropagating through the sin/cos transformation).
Gradients were evaluated at inputs rounded in the original parameter space (our traffic
simulator (TSF) accepts only integer inputs). Nesterov updater ([25]) with a learning rate
of 0.01 and momentum of 0.9 is used. Each trajectory had 3000 steps. This is similar to
approach used in [4].

4. Every 30 steps, transform the current trajectory point to the original parameter space,
round and send to the TSF simulator. Save the inputs and the simulator outputs to a new
‘simulation’ test set.



5. Evaluate the trained model on the ‘simulation’ test set using various metrics (cf. the
discussion in Section 5).

All the experiments were run on virtual machines in the Azure cloud (NC6 with NVIDIA
Tesla K80 ([26])). The code used in the experiments can be found at ([27]). All of the models
trained for the main experiment and all the out-of-sample simulation datasets can be found at
[28]. The core dataset can be obtained at [23].

5. Experiment results

Table 1
Core results for the three best GNN and the three best FCNN architectures according to the accuracy
(MAPE) on the test set (i.e. gradient descent results did not affect the selection of these models).

Measure Model Ochota Mokotéw  Centrum
Min. MAPE GNN 1.33% 0.76% 0.80%
on the test set FCNN 1.71% 0.94% 0.87%
Min. simulation output GNN 32,205 265,129 63,606
FCNN 32,587 266,237 63,553
Avg MAPE on the lowest GNN 1.26% 0.53% 0.76%
5% sim. outputs FCNN 5.35% 3.04% 2.49%
Avg MAPE on the lowest GNN 1.75% 0.84% 1.22%
10% sim. outputs FCNN 4.53% 2.74% 2.25%
Avg MAPE on the lowest GNN 1.51% 1.00% 1.11%
15% sim. outputs FCNN 4.65% 2.56% 2.04%

The key results of our experiments with GNNs are shown in Table 1, as well as in Figure 1,
complemented by the tables and figures in Section 3 of Supplementary Materials [19]. Table 1
shows a summary of core performance measures, calculated for three top GNN and three FCNN,
ranked based on the average accuracy on the test set (MAPE). The core measures presented are:

« Minimum MAPE (mean absolute percentage error) on the test set. This number can be
obtained before doing gradient descent. The minimum is taken among the 3 top ranked
GNNs or FCNNs (according to the row description). Because of the model selection
criterion we use for Table 1, this minimum is global within the respective 9-element
model universe (GNN or FCNN).

+ Minimum simulation output obtained when doing gradient descent (note that while being
interesting from a traffic optimization perspective, this measure lacks robustness, as it
can be distorted by a single data point).

« Average MAPE on z% (for x = 5,10, 15) gradient descent trajectory ends, selected
according to the corresponding simulator output value (sorted lowest first). An average
is taken over the three models selected, GNN or FCNN, according to the row description.

First, let us note that the results of Table 1 show a better performance of GNNs comparing to
FCNNeS, particularly in terms of minimum MAPE of the test set and average MAPE on the lowest



points from the gradient descent trajectory according to the simulation. The improvement is
visible for all the 3 road maps (Ochota, Mokotéw, Centrum) and all the 5 core measures (with
the exception of the minimum simulation output value obtained for Centrum, where one FCNN
turned out to yield slightly (less than 0.1%) lower result than all the GNNs).

To summarize, the core improvement areas are:

« Much lower error on the test set.

 Lower minimum simulator output value obtained when doing the gradient descent (except
for Centrum, for which we can count a draw).

+ Much lower approximation error obtained on the trajectory ends corresponding to 5%,
10% and 15% lowest simulator output values.

Figure 1 as well as similar figures for Ochota and Mokotéw (see Section 3 of Supplementary
Materials [19]) show the density of gradient descent trajectory points as heatmap plots. The
horizontal axis corresponds to gradient descent trajectory point number (recorded every 30
steps), and the vertical axis corresponds to the simulator output. Each trajectory had 3000 steps,
but we recorded points every 30 steps. The plots show a heatmap of these points on the (point
number, simulator output) plane. Thus, the more points in some area, the brighter the color.
Also, if one architecture reaches a lower minimum than another, the resulting heatmap is taller.

Besides confirming some of the quantitative conclusions from Table 1, the heatmaps also
show that in many cases, the gradient descent is less ‘noisy’ for GNN, suggesting a smoother
function surface, less prone to overfit noise (this is best visible in the plots in Section 3 of [19]).

6. Consistency checks

The findings of the previous section call for some careful consistency checks before reaching
final conclusions. In particular, it is not fully clear that the actual adjacency matrix gives any
value. Perhaps, any similar graph, even not related to the problem at hand, can do equally well.

To address that question, we decided to fix the number of layers to 3 and the number of
channels to 4 per layer (for GNN of type 1), and built our nets using random graphs with
various degrees of resemblance to the true problem graph (we repeated this for all the three
road networks we considered). As a measure of graph similarity, we used the symmetric
difference between the sets of graph edges. The random graphs were generated in two ways.
The first method (referred later as ‘Edge/Non-edge switching’) used random edge insertions
and deletions, with the desired value of the symmetric difference kept fixed. The second method
(referred later as ‘Vertex label permutation’) used random permutations of the vertex labels
while keeping the connection graph structure exactly the same. Graphs generated by this
method were isomorphic, but not identical to the original one.

It is worth mentioning that although the first method generates truly random graphs similar
to the original one, the new graph might not represent a plausible road network. The second
method, on the contrary, always keeps the same, realistic road network graph structure, but it
provides spurious insights to the training algorithm as crossroads are switched.

Results obtained by the two methods are shown in Figure 2, including Ochota, Mokotéw and
Centrum. The plots show that the mean relative error achieved on the test sets by neural nets
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Figure 1: Gradient descent trajectory density plots for Warsaw Ochota for the 3 best GNN and FCNN
models. Horizontal axis corresponds to trajectory point number (recorded every 30 steps), vertical axis
to simulator output value.

based on random graphs, after roughly 330 epochs of training, as a function of the distance of
the graph used for constructing the net to the true graph. The distance was measured using the
symmetric difference between the respective edge sets.

As we can see, the median of the mean relative error, denoted with a red dot, grows almost
monotonously as a function of the distance of the graph we use to the actual problem graph.
This is visible for both graph sampling methods. The minimum average relative error attained
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Figure 2: Mean relative error achieved by a GNN on test set after roughly 330 epochs of training,
shown as a function of the distance of a random graph to the true one. In subfigure 2(a), edge/non-
edge switching (described in the text) was used for generating random graphs. In subfigure 2(b), vertex
label permutation was used. Red dots denote median result. Errorbars correspond to 5% quantiles.

7. Conclusions

We demonstrated the usefulness of sparsely connected neural networks, with sparsity based on
an adjacency graph, in a problem from the traffic optimization domain. GNN consistently out-
performed FCNN on fixed test sets for the three realistic road networks we considered (Ochota,
Mokotow and Centrum districts in Warsaw). More importantly, GNN achieved approximation
quality far superior to FCNN near unseen simulator output value minima. By using randomly
perturbed graphs, we also showed that the choice of the proper graph when constructing a
GNN is important for achieving good results on a test set.



The kind of NN sparsity considered in this paper, where only some of the connections are
allowed, may be regarded as a kind of a regularizer based on the problem graph. It is similar
to L1 regularization of a fully connected neural network in that it keeps only some weights
non-zero in the trained model. The resulting networks have much fewer parameters than
analogous fully connected networks and turn out to generalize significantly better than any
architecture we considered so far for solving the TSS problem.
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