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In this abstract we report the results of the paper “Weighted defeasible knowledge bases
and a multipreference semantics for a deep neural network model” in Proc. JELIA
2021 [15], which investigates the relationships between a multipreferential semantics
for defeasible reasoning in knowledge representation and a deep neural network model.
Weighted knowledge bases for description logics are considered under a “concept-wise”
multipreference semantics. The semantics is further extended to fuzzy interpretations
and exploited to provide a preferential interpretation of Multilayer Perceptrons.

Preferential approaches have been used to provide axiomatic foundations of non-
monotonic and common sense reasoning [11,31, 33,26, 28, 32, 3,22]. They have been
extended to description logics (DLs), to deal with inheritance with exceptions in on-
tologies, by allowing for non-strict forms of inclusions, called typicality or defeasible
inclusions, with different preferential semantics [19, 7] and closure constructions [9,
8,20,5,34,6,16]. The paper exploits a concept-wise multipreference semantics as a
semantics for weighted knowledge bases, i.e. knowledge bases in which defeasible or
typicality inclusions of the form T(C) C D (meaning “the typical C’s are D’s” or
“normally C”s are D’s”) are given a positive or negative weight. For instance,

A multipreference semantics, taking into account preferences with respect to different
concepts, was first introduced by the authors as a semantics for ranked DL knowledge
bases [13]. For weighted knowledge bases, a different semantic closure construction
is developed, still in the spirit of other semantic constructions in the literature, and is
further extended to the fuzzy case.

A preference relation <, on the domain A of a DL interpretation can be associated
to each concept C; to represent the relative typicality of domain individuals with respect
to C;. Preference relations with respect to different concepts do not need to agree, as a
domain element z may be more typical than y as a horse but less typical as a zebra. The
plausibility/implausibility of properties for a concept is represented by their (positive
or negative) weight. For instance, a weighted TBox (called Tgmpioyee) associated to
concept Employee might contain the following weighted defeasible inclusions:

(d1) T(Employee) C Young, -50 (d3) T(Employee) C Jhas_classes. T, -70
(d2) T(Employee) T Jhas_boss. Employee, 100;

meaning is that, while an employee normally has a boss, he is not likely to be young
or have classes. Furthermore, between the two defeasible inclusions (d; ) and (d3), the
second one is considered to be less plausible than the first one.

* Copyright 2021 for this paper by its authors. Use permitted under Creative Commons License
Attribution 4.0 International (CC BY 4.0).



Multipreference interpretations are defined by adding to standard DL interpretations,
which are pairs (4, /), where A is a domain, and -? an interpretation function, the prefer-
ence relations <, ..., <¢, associated with a set of distinguished concepts C1, ..., C,,.
The definition of a global preference relation < from the <,’s, leads to the definition
of a notion of concept-wise multipreference interpretation (cwm-interpretation), where
concept T(C) is interpreted as the set of all <-minimal C' elements. A simple notion of
global preference < exploits Pareto combination of the preference relations <, but a
more sophisticated notion of preference combination has been considered in [14], by
taking into account the specificity relation among concepts. It has been proven [14] that
global preference in a cwm-interpretation determines a KLM-style preferential interpre-
tation, and cwm-entailment satisfies the KLM postulates of a preferential consequence
relation [26].

While in previous work [17, 18], the concept-wise multipreference semantics is used
to provide a preferential interpretation of Self-Organising Maps [24], psychologically
and biologically plausible neural network models, [15] investigates its relationships
with Multilayer Perceptrons (MLPs), a deep neural network model. A deep network is
considered after the training phase, when the synaptic weights have been learned, to show
that it can be associated a preferential DL interpretation with multiple preferences, as
well as a semantics based on fuzzy DL interpretations and another one combining fuzzy
interpretations with multiple preferences. The three semantics allow the input-output
behavior of the network to be captured by interpretations built over a set of input stimuli
through a simple construction, which exploits the activity level of neurons for the stimuli.
Logical properties can be verified over such models by model checking.

The idea underlying fuzzy-multipreference interpretations [15] is to extend a fuzzy
DL interpretation with a set of induced preferences. In a fuzzy DL interpretation I,
the interpretation of a concept C}, is a mapping C% : A — [0, 1], associating to each
x € A the degree of membership of = in Cj. In MLPs, each unit i can be associated
to a concept C}, and, for a given domain A of input stimuli, the activation value of unit
h for a stimulus z, can be interpreted as the degree of membership of x in concept C},.
The fuzzy interpretation of concepts induces an ordering <, on the domain A, which
can be regarded as the preference relation associated to concept C},. This allows a notion
of typicality to be defined in a fuzzy interpretation. Logical properties of the neural
network (both typicality inclusions and fuzzy axioms) can then be verified over such
interpretations by model checking. It has been proven that, also in the fuzzy case, the
concept-wise multipreference semantics has interesting properties and satisfies most of
the KLM properties of a preferential consequence relation [12].

The definition of the concept-wise preferences starting from a weighted condi-
tional KB exploits a closure construction in the same spirit of the one considered by
Lehmann [29] to define the lexicographic closure, but more similar to Kern-Isberner’s
c-interpretations [22, 23], in which the world ranks are generated as a sum of impacts of
falsified conditionals. Here, the (positive or negative) weights of the satisfied defaults
are summed, but in a concept-wise manner, so to determine the plausibility of a domain
elements with respect to certain concepts, by considering the modular structure of the KB.
To guarantee that such preferences are coherent with the fuzzy interpretation of concepts,
a notions of coherent (fuzzy) multipreference interpretation) has been introduced.



To prove that the fuzzy multipreference interpretation, built from a network N\ for a
given set of input stimuli (a domain A), is a model of NV in a logical sense, the multilayer
network is mapped to a conditional knowledge base K containing, for each neuron k,
a set of weighted defeasible inclusions. If C', is the concept name associated to unit k
and Cj,,...,Cj, are the concept names associated to units ji, . .., j,,, whose output
signals are the input signals for unit k, with synaptic weights wy, ;,, ..., wg,j,., then
unit k cab be associated a set 7¢, of weighted typicality inclusions: T(Cy) T C;, with
Wk jy» - - - » T(Ck) T Cj,, with wy, j,,. The fuzzy multipreference interpretation built
from a network A over a domain A can be proven to be a model of the knowledge base
K under the some conditions on the activation functions.

The correspondence between neural network models and fuzzy systems has been
first investigated by Kosko in his seminal work [25]. As a difference, have adopted
the usual way of viewing concepts in fuzzy DLs [35, 30, 4], and we have used fuzzy
concepts within a concept-wise multipreference semantics, based on a semantic closure
construction. The first combination of fuzzy logic with the preferential semantics of
conditional KBs has been studied by Casini and Straccia [10], who have developed a
rational closure construction for propositional Godel logic.

The possibility of exploiting the concept-wise multipreference semantics to provide
a semantic interpretation of a neural network model has been first explored for Self-
Organising Maps (SOMs), psychologically and biologically plausible neural network
models [24]. A multi-preferential semantics can be used to provide a logical model
of the SOM behavior after training [17, 18], based on the idea of associating different
preference relations to categories. The model can be used to learn or validate conditional
knowledge from the empirical data used for training and generalization, by model
checking of logical properties. A similar approach has been adopted in [15] for the
MLPs. Due to the diversity of the two neural models we expect that the approach might
be extended to other neural network models and learning approaches.

A logical interpretation of a neural network can be useful from the point of view of
explainability, in view of a trustworthy, reliable and explainable AI [1, 21, 2]. For MLPs,
the strong relationship between a multilayer network and a weighted KB opens to the
possibility of adopting a conditional DLs as a basis for neuro-symbolic integration. While
a neural network, once trained, is able and fast in classifying the new stimuli (that is, it is
able to do instance checking), all other reasoning services such as satisfiability, entailment
and model-checking are missing. These capabilities would be needed for dealing with
tasks combining empirical and symbolic knowledge, e.g., proving whether the network
satisfies some (strict or conditional) properties; learning the weights of a conditional
KB from empirical data, and combine the defeasible inclusions extracted from a neural
network with other defeasible or strict inclusions for inference. To make these tasks
possible, the development of proof methods for such logics is a preliminary step. An
open problem is whether the notion of fuzzy-multipreference entailment is decidable,
for which DLs fragments and under which choice of fuzzy logic combination functions.
Another issue is whether the mapping of multilayer networks to weighted conditional
knowledge bases can be extended to more complex neural network models, such as
Graph neural networks [27], or whether different logical formalisms and semantics
would be needed.
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