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Abstract
Session-based recommendation systems are used in environments where system recommendation ac-

tions are interleaved with user choice reactions. Domains include radio-style song recommendation,

session-aware related-items in a shopping context, and next video recommendation. In many situa-

tions, interactions logged from a production policy can be used to train and evaluate such session-based

recommendation systems. This paper presents several concerns with interpreting logged interactions

as reflecting user preferences and provides possible mitigation to those concerns.
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1. Introduction

Many production recommendation systems are designed using the abstraction of the session-

based recommendation system (SBRS) [1]. In SBRS, system recommendation actions (e.g.

rankings, slates, individual items) are interleaved with user choice responses (e.g. clicks, streams).

This approach aligns well with production sequential interaction and data logging. Moreover,

treating recommendation as a sequence of user interaction allows system designers to adopt

sequential decision-making algorithms such as reinforcement learning.

In order to evaluate a SBRS, experimentation protocols (or teams, in the context of a production

system) need to model ideal system behavior. Current practice suggests interpreting positive

user responses to system recommendations (e.g. clicks, streams) as indications of positive

reward (or, in some cases, negative reward). The major assumption underlying this approach

is that user preferences and choices revealed in situ and are accurate reflections of item value.

A new policy that accurately suggests items with a logged positive user response–with an

off-policy correction–is preferable to one that does not.

This position paper explores the various ways in which implicit feedback present in interaction

logs can deviate from unobserved ideal system labels. Although prior work has explored biases

that may emerge in traditional ratings matrices [2, 3] and on-policy evaluation [4], we are

interested in problems that result from the sequential nature of session data and associated
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interface constraints, user cognitive biases, and uncontrolled sequential dependencies. As

a result, we believe that evaluation data gathered under current practices may be distorted

and susceptible to misidentification of quality recommendation systems, even when existing
debiasing methods are employed.

We propose addressing these concerns in several ways. First, we suggest that current reward-

definition practices should be revisited and user behavior studied further. As part of this, we

believe that there is an opportunity to adjust logging and interaction modeling practices to

control for problematic behavior. Second, we suggest that system designers develop mechanisms

and interface tools to gather evaluation data not prone to the biases discussed in Section 3.

2. Session-based Recommender Systems

Let 𝒰 be the set of users and 𝒜 the set of items. We define a session prefix 𝜌 = (︀𝑎1, 𝑎2, 𝑎𝑡−1⌋︀
as a sequence of items engaged with by a user 𝑢 ∈ 𝒰 . Given a session prefix, each item 𝑎
has an associated reward 𝑟𝜌𝑎 reflecting the quality of the item, if we were to present it to user

immediately after 𝜌. The next-item recommendation task is to, given a session prefix, produce

a ranking 𝜋 of 𝒜 such that high quality items are above lesser-quality items. In practice, this

ranking is truncated for display or efficiency reasons. Given a ranking 𝜋 and 𝑟𝜌, we can evaluate

performance using an information retrieval metric 𝜇, which models user browsing behavior [5].

We are interested in how 𝑟 is defined. One way to do this is to use an oracle to label the

quality of all items given a prefix. This oracle would have access to the entire inventory, the

internal state of the user, and sufficient time to assemble the ideal reward. In practice, we rarely

have access to such an oracle, so we use logged interactions to infer 𝑟. Let 𝜏 be an observed

length-ℓ session, from which we can extract ℓ − 1 prefixes for evaluation. For a prefix 𝜌 = 𝜏(︀1,𝑡),
we can define 𝑟𝜌𝑎 as,

𝑟𝜌𝑎 =

)︀⌉︀⌉︀
⌋︀
⌉︀⌉︀]︀

1 𝑎 = 𝜏𝑡

0 otherwise

(1)

Since, in our logs, we only observe one selected item for a prefix, this underestimates the reward

for similar or substitutable items. To address this, we can introduce an assumption of ‘in-session

substitutability’ which considers all selected items in the session substitutes,

𝑟𝜌𝑎 =

)︀⌉︀⌉︀
⌋︀
⌉︀⌉︀]︀

1 𝑎 ∈ 𝜏(︀𝑡,ℓ⌋︀
0 otherwise

(2)

We can imagine more elaborate definitions inspired by reinforcement learning, but all are based

on immediate implicit user feedback.

For the purpose of our discussion, we assume that we have access to the oracle 𝑟𝜌. This

allows us to compute, for each session, the set of optimal sequences. Such an oracle has access

to the full catalog of items and understands any potential interactions between items that may

affect their utility.

In addition, we will consider the protocol for gathering session data described in Algorithm

1. This covers a large class of production recommendation system workflows. Radio-style



recommendation is a special case where ⋃︀𝜋⋃︀ = 1 and the user has an additional SKIP reaction,

which does not get appended to 𝜏 . Furthermore, we are agnostic about the logging policy and

include those that incorporate randomization.

Algorithm 1 Session Data Collection

1: function SessionCollect(𝑢) ▷ gather session 𝜏 from a specific user

2: 𝜏 ← (︀⌋︀ ▷ initialize session sequence

3: do
4: 𝜋 ←GetRanking(𝑢, 𝜏 )▷ get slate from logging policy based on the current prefix

5: 𝑎←GetFeedback(𝑢,𝜋) ▷ observe item selected by user

6: 𝜏 ← 𝜏𝑎 ▷ append selected item to prefix

7: while 𝑎 ≠ EOS ▷ terminate sequence if the user abandons

8: return 𝜏 ▷ return the session sequence

9: end function

3. Problems with Current SBRS Evaluation

We now turn the potential issues with this method of collecting labeled data to evaluate SBRS.

Our claim is not that all of these concerns are present in all SBRSs, although we suspect that

many are.

First, consider the impact of the user selecting items under incomplete information. Due to

system constraints, the user is only ever presented with a ranking of a subset of the catalog.

Moreover, because users scan rankings from top to bottom, with an increasing probability

of abandoning the scan (i.e. position bias), a choice will often be made amongst the top-

ranked items. As a result, sequential choices are made with severely limited options and

information. This is referred to as choice bracketing [6] and we depict it in Figure 1a. There

are several implications of choice bracketing. First, limited options can result in selecting a

suboptimal item in the sequence, since a user may not see superior options. Moreover, these

unexamined, superior options disappear in future rankings when a recommendation system

removes previously-recommended items to reduce the perception of redundancy. Second, choice

bracketing potentially narrows and distorts a user’s decision context (i.e. inspected relevant and

non-relevant items) leading to priming and potentially inaccurate choices [7]. A new system

that presents different rankings will bracket choices differently and potentially result in different

optimal choices.

Second, we turn to the problem of label sparsity in SBRS. For a given prefix, 𝑟𝜌𝑎 will be

incomplete, especially if we only consider the next observed item 𝜏𝑡 as relevant (Equation 1).

Even if adopt the ‘in-session substitutability’ assumption (Equation 2), a user will rarely exhaust

the set of relevant items in a session. We refer to this as the problem of incomplete substitutes
and depict it in Figure 1b. Here, because we are only selecting one item from the ranking at a

time, potential substitutes are unobserved and considered nonrelevant. Such sparsity issues have

resulted in distorted evaluation in both recommendation system [8] and information retrieval

contexts [9]. And, although this can be mitigated by algorithms based on equal exposure [10],



from an evaluation perspective, collecting a large set of equally effective trajectories is unlikely

for tail interests.

Third, in many sequential recommendation tasks, there are sequential dependencies between

items. For example, users may not want to hear two songs from the same musician one after the

other, even though they find the two songs enjoyable otherwise. Unfortunately, the ‘in-session

substitutability’ assumption can overestimate the value of a substituted item from 𝑡′ > 𝑡 if, for

example, the item degrades in value when recommended immediately after 𝜏𝑡−1. Similarly,

an unselected item at time 𝑡′ > 𝑡 may be underestimated in value if it is substitutable with 𝜏𝑡
but was not selected at time 𝑡′ because of its recommendation immediately after 𝜏𝑡′−1. The

contextual utility of items, especially for entertainment goods, could be due to satiation [11] or

other order effects [12]. We refer to this as the problem of inter-item dependency and depict it

in Figure 1c, where the oracle preferences at time 𝑡 depend on the choice made at time 𝑡 − 1.

Fourth, many session-based recommendation systems include a default choice, usually the top-

ranked item. In streaming media platforms, this often means automatically playing the default

choice after some short period of time for the user to select an alternative. This functionality

results in reinforcing the default option (or, more generally, the system ranking), even if the

user compares it to alternatives [13]. We call this the problem of default preferences and depict

it in Figure 1d. As with choice bracketing and incomplete substitutes, this can result in missing

labels and, in cases where the default option is not relevant, the implicit feedback is incorrect.

Fifth, consider user interfaces that include a thumbnail summary for each recommended item.

The visual attributes of this summary can vary across items and can cause users to inspect and

select items that are more visually salient [14, 15]. Salient items can disrupt inspection by rank

order, resulting in selection of inferior items. We refer to this as the problem of presentation
bias and depict it Figure 1e. Given the similarity to choice bracketing, it results in the same

problems.

Finally, in some cases, oracle preferences may be inconsistent with the observed preferences

because preferences change at the moment of choice. Consider the example of choosing what

to eat. Prior work has demonstrated that people often choose healthy options if there is some

temporal delay between the choice of what to eat and when they actually eat their choice; those

preferences reverse in favor of the less healthy option if the choice is made immediately before

consumption [16]. Similarly, experiments have shown that people will select ‘highbrow’ movies

if asked days before watching the film; their preferences will shift to ‘lowbrow’ movies if asked

on the day of the watching the film [17]. In the context of SBRS, this means that observed

choices made instantaneously and sequentially may be reversals of ‘healthier’ preferences

expressed with foresight. We call this the problem of immediacy effects and depict it in Figure

1f. By construction, we defer to the oracle preferences when they disagree with immediate

preferences, which may be susceptible to impulsive behavior.

In addition to these concerns with implicit labels from session data, how session data is

gathered and segmented into evaluation prefixes can distort performance. Simple issues like

over-representing sessions from active users are familiar to recommendation systems researchers.

Sessions can introduce additional issues. Prefixes are often selected to include all but the final

item in the session. This can hide under-performance at earlier points in the session, which is a

problem when user preferences or behavior changes over the length of the session. Evaluation

preparation that considers all prefixes in a session for evaluation can, for situations where



session lengths are not fixed, over-emphasize performance at the beginning of the session.

Separately, evaluation trajectories themselves are biased by the data-gathering policy and may

not be representative of the prefixes encountered when the evaluated SBRS is deployed [18].

The magnitude of these problems depends on the domain. For example, in radio-style music

recommendation, users have an aversion to silence [19]; this may result in urgency and, as

a result, amplify position bias and narrow choice brackets. In some shopping settings, order

effects may be less pronounced. Text-only interfaces will be less susceptible to presentation

bias. Furthermore, these problems can interact and compound effects. For example, visually

salient items can increase impulsivity and potentially lead to immediacy effects [20].

The implications of label unreliability depends largely on the domain. In the context of search,

cognitive biases in labels have been demonstrated to impact performance of learning-to-rank

systems [21]. In the context of traditional recommendation system evaluation, failing to consider

biased labeling can result in system under-performance in practice [2, 3].

4. Addressing the Problems with Current SBRS Evaluation

Since this is a position paper, we would like to conclude with possible next steps for the

community to consider, given the potential issues with current SBRS evaluation. Specifically,

a research program on SBRS preference elicitation could be built around the following two

themes: (i) recognizing that a domain is susceptible to problems in Section 3, and (ii) mitigation

strategies for those problems.

Some of these problems can be recognized by looking at out-of-session information indicating

higher-level user satisfaction with the SBRS. One way to do this is to understand the relationship

between in-session behavior and longer-term user retention, surveys, and other tools [22, Part

4]. Alternatively, smaller scale, controlled, laboratory experiments and qualitative research can

also provide an indication of these problems and is especially effective when combined with

larger scale log data [23, 24].

These problems, when detected, can be addressed in a variety of ways. In the context of search,

there is a small body of work focused on extracting relevance information in the presence of click

feedback under position bias [25]. Randomization and other off-policy evaluation techniques

can be used to address some, although not all, of the concerns in SBRS [4]. Explicit models of

‘unhealthy’ items can also be used to guide recommendations toward healthier options [26].

A different way to approach these problems is to change interface elements to support

decision-making. For example, widgets like shortlists can help expand brackets [27]. In the

context of exploratory search, assistive tools like note-taking devices can also improve long-term

goals like task completion [28, 29].

A final option, in domains where the space of information needs is small, we can consider

directly modeling the oracle. In the context of music recommendation, users often spend time

manually-curating playlists for future consumption in specific situations [30]. As such, manually-

curated playlists provide a rich source of ‘gold standard’ data for SBRS [31, 32]. Therefore,

developing exploratory search and other tools to support curation, in music or other domains,

can provide one way to crowd-source oracle data [33]. Similar methods have been used in the

context of query autocompletion, which can be considered a character-level recommendation



task [34]. That said, there are some cases where asking a user to provide oracle decisions is

unsuccessful because people can fail to consider important contextual information necessary for

understanding the appropriate choice [35]. For example, one might select meals for a week but

not consider the time pressures or exhaustion that may make the effort to prepare the healthiest

meal not worth it. This tension between immediacy effects and inaccurate forecasting, then,

comes to the fore.

5. Conclusion

In this position paper, we have argued that several of the current practices for gathering label

and reward data from implicit feedback is susceptible to error and may impact evaluation of

SBRSs. While several of these problems have been discussed in the context of algorithm design,

we believe that moving the investigation to our practice of evaluation will add nuance to our

understanding of how users interact with recommendation systems and, as a result, improve

the design of these systems.
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Figure 1: Unreliable Implicit Labels. All subfigures represent the system-generated rankings of items
at times 𝑡−1 and 𝑡, with☀ representing oracle preferences. Shaded items represent uninspected items
and user choices are indicated with the cursor. c: gray symbols represent changes in preferences under
alternative user choice at time 𝑡 − 1, d: items indicated with ‘✓’ are defaults, e: items indicated with
an eye have higher relative visual salience, f:☀☀ represents immediate preferences.
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