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Abstract. In financial environment, fraud detection is a challenging
problem with tremendous financial impacts where data is highly unbal-
anced, sequential and timestamped. An additional constraint comes from
the fact that common machine learning methods cannot be used alone
for fraud detection, as every decision made in order to label a trans-
action as fraudulent needs to be explainable and the complete model
understandable.The use of a symbolic language, such as understandable
classification rules, is therefore preferred or even required.
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1 Introduction

For few decades now, rule systems have been widely adopted in different in-
dustrial fields. Business Rule Management Systems (BRMS) offer an intuitive,
human readable and comprehensible way to define business rules and hides the
computational aspect for the business user.

With the growth of machine learning in the past years due to the newly
available computational power combined with a growing number of accessible
datasets, improving quality of a learned predictive model was an important re-
search interest. Today, impressive models are learned but can lack transparency,
interpretability and understandability characteristics that are required and es-
sential for numerous application fields. Those models, and especially the ones
based on neural networks, are commonly referred to as “black boxes”. Focus is
progressively shifting towards providing an explanation for decisions a learned
model took as well as building interpretable, understandable and transparent
models from scratch.

Combining comprehensibility of business rules and machine learning power to
tackle the problem, is the approach we are focusing on for this research project.

This strategy is considered in the context of fraud detection that comes with
a complex learning problem as well as a full transparency requirement.
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2 Related work

Interpretability, interpretation, and explainability With the growth of
high performance non interpretable black-box models, an important question is
raised: to what extent a model can be considered trustworthy, especially for high-
stakes decision making ? Different terms are commonly used when referring to
this problem, we clarify their meaning here for further use. Model interpretability
is the ability (of the model) to explain or to present in understandable terms to
a human [15, 8]. Model rationale is how the model takes decisions. Interpretation
and explanation (methods) will be considered equivalent in this paper (subtle
differences are not considered). They both refer to methods that explain or
translate the model rationale.

The context of fraud detection There are multiple types of financial frauds
from credit card fraud to insurance fraud which come with different detection
solutions as described by J. West et al. [23]. Credit card fraud detections were
for example studied with sequential and non-sequential learning methods by J.
Jurgovsky et al. [13] and lead to different types of frauds detected with both
approaches. A spatio-temporal attention-based neural network for fraud detec-
tion on credit card was recently introduced by D. Cheng et al. [5] and brought
promising results for detecting ‘suspicious transactions and mining fraud pat-
terns’. However as pointed by J. Guo et al. [11], allowing for more long-range
dependencies than common machine learning models can help identify repeated
or cyclical appearances of fraudulent events which seems to be the harder to
catch. Very recently, tensor networks were used for anomaly detection [22] where
the model outperformed deep and classical algorithms on tabular datasets and
achieved competitive results on image datasets.

Rule learning Another approach to detect anomalies in runtime process logs
took by K. Böhmer et al., is rule mining [3]. It comes with some specific benefits,
especially explainability. In opposition to machine learning models, rules are
symbolic and key to bring understandable artificial intelligence.

Interpretable models should even be preferred to explaining uninterpretable
model a posteriori for any high stakes decisions according to C. Rudin [20]. How-
ever, in some context rule based models are not considered as fully-interpretable.
Indeed, as presented by Z. C. Lipton in [16], given the limited capacity of hu-
man cognition, when we reach a sufficient high dimension, we could consider the
model to be less interpretable than a simple compact neural network.

Combining logic rules and deep neural networks is proposed by Z . Hu et al.
[12] to enhance the neural network capabilities. This approach could actually
also be used for rule learning. We can also mention recent work from I. Kraiem
who applied rule learning for multiple anomaly detection [14] and G. Bert who
presented an association rule learning approach for temporal noisy data [10].

More global approaches are proposed in [21] to induce if-then-else rules to
explain predictions of supervised learning models, or in [18] to learn composi-



tional rules with very little data. As explained in [9], there are two main base
families of methods to induce ruleset from training data: extracting rules from
a decision tree (examples: CART [4] and C4.5 [19]) or sequential covering that
is learning rules directly from data (examples: CN2 [6] and RIPPER [7]).

We can also refer to Inductive Logic Programming (ILP) introduced by S.
Muggleton in 1991 [17] where an ILP system is a program that combines positive
and negative examples with background knowledge and outputs a correct logical
hypothesis. ILP systems result of two main steps: searching for hypothesis and
then selecting the best one.

3 Problem, goals and method

Problem statement Modeling data in an interpretable and understandable
way is very challenging when working with large-scale and real-world datasets.
Interpretable models are commonly simple and have difficulties learning com-
plex patterns. Rule-based approaches typically tend to overfit complex patterns
because of the inappropriate simplicity of the rule language available (operators,
aggregates...). Dimensionality of overfitted models make human understanding
of the model much harder. In the context of fraud detection, with imbalanced
datasets, evolving patterns and time dependency, those limitations are high-
lighted.

Problem How can we learn accurate, understandable and time-dependent rules
for decision making and in particular for fraud detection problems?

Hypothesis The hypothesis on which the project helds are:
– rule based-models are fully-interpretable or at least more interpretable than

other models;
– machine learning models bring relevant statistical information to learn rules

from;
– sequential models (Hidden Markov Models, Matrix Product State based

model, ...) can bring interesting statistical information to learn rules from;
– fraud detection is a relevant application domain to illustrate the problem.
– an ideal trade off between bias and variance can be found to generate rules

out of different fraud patterns (the more complex patterns are, the harder it
is to learn rules and generalize).

Purpose The purpose of this project is to induce sets of accurate and under-
standable rules with or from machine learning models in time dependent data.
It will help achieving fraud detection and prediction in the challenging context
of finance and banking environments where full interpretability is required. A
longer term objective is to be able to integrate the induction solutions found in
IBM products (Operational Decision Manager (ODM) and Automation Decision
Service (ADS)).



Goals The goal of the project is to build, tune, test and validate one or multiple
solid models and rule learning solutions to detect fraudulent patterns and events
resulting in a fraudulent event. This main project goal can be divided in multiple
goals:
– Acquiring expertise in fraud detection, rule induction and machine learning

models.
– Building one or more models and rule learning solutions as well as an eval-

uation process to answer the stated problem.
– Experimenting and validating proposed solutions with synthetic and real

data.
– Sharing results.

Tasks The following tasks will take part of this project:
– Write a state of the art analysis of the fraud detection models and solutions

as well as an inventory of known fraud patterns.
– Write a state of the art analysis of rule learning algorithms as well as existing

solutions to optimize parameters values.
– Propose a mathematical model of the problem by specifying inputs and

outputs.
– Analyze available open source datasets applicable to the stated problem.
– Experiment with different supervised and unsupervised models found in

state-of-the-art papers (reproduce when possible).
– Define an evaluation and test protocol.
– Work deeply on different approaches of the problem to improve results.
– Experiment on external synthetic data before experimenting in vivo on real

data.
– Present and make available proof-of-concepts.
– Write papers for conferences, workshops, journals (attend when possible).
– Write final thesis.

The project will use empirical methods [2]. The work will be based on exper-
imenting with specific datasets, performance metrics will be defined in order to
evaluate and draw conclusions.

4 Preliminary findings

4.1 Fraud detection data

This research project benefits from the fact that an IBM partner in the financial
area comes with a perfect use case for the project: detection of fraudulent events
in bank transfers and credit card transactions. Experiments with real data will be
feasible but with no access to the dataset, only resulting metrics will be shared.
It provides a good final testing experimental environment but is not satisfactory
at the research level.

Due to difficulties to generate or collect data for fraud detection for obvious
confidentiality reasons, we have not found an existing reference dataset that
combines all the following conditions:



– Data should be composed of events which are financial transactions (ideally
not just credit card payment transactions).

– Profile of users should be extractable : we need to have the historical data
of a client in order to predict fraudulent behavior.

– As a consequence, data should include a notion of time.
However, we could still use existing datasets that are not verifying the fol-

lowing conditions. For example, we can mention Kaggle Dataset : Synthetic Fi-
nancial Datasets For Fraud Detection [1]. We learned the importance of features
preprocessing with the use of this dataset as shown later in section 4.3.

We are currently searching for appropriate datasets to work on. An alterna-
tive we selected if we are not able to found fraud detection viable data, is to
start with anomaly detection data which comes with comparable characteristics:
temporal, unbalanced and evolving patterns (not known when appearing).

4.2 Rule language

What rule learning state-of-the-art analysis highlighted, is that there is an im-
portant rule conditions limitation when it comes to existing learning algorithms.
Algorithms like RIPPER [7] or CN2 [6] for example, are not scalable for others
than basic conditions operators. This comes from the fact that they have a weak
internal data representation that is only based on original attributes. With this
conclusions in mind, we list below increasingly complex rule structures. They
reflect rules we want to be able to learn, in order to describe complex model like
fraud detection. In the following rules, x are data attributes, {a, b, c, d, e, f} are
fixed values (numerical or categorical valid according to the operator in use in
condition) and ypred is the target class.

1. Base rule structure. CN2 and RIPPER -like rules.

if x1 < a and x2 > b and x3 = c
then ypred = d

2. Simple features comparisons.

if x1 < a and x2 > x1 and x3 = c
then ypred = d

3. Linear combinations.

if x1 < a and b1 ∗ x2 > b and x3/c1 = c2
then ypred = d

4. Adding aggregates. For example sum, count, min, max, average ... that are
applied to a set of data. This is particularly useful when working with time
dependent data. We define α, a set of aggregation functions that can have
parameters.

if α1 < a and b1 ∗ x2 > x1 + b2 and α2(c1) = c2
then ypred = d



5. Complex structures with aggregates.

if sum(a ∗ e.x2 − e.x1) > d
for e ∈ events where e.x1 > b over timewindow(c)
then ypred = d

6. Complex temporal expression between events e1 and e2.

if ∃e1 : e1.x1 > 10 and ∃e2 : e2.x1 = e1.x2
where e1.time ∈ [e2.time,now]
then ypred = d

7. Program induction extension. That is increasing complexity of the right part
of the rule, by adding chaining or symbolic regression for example. A new
variable var is defined.
– Chaining

if x1 < a and x2 > b and x3 = c
then var = x2 + d
if var = e
then ypred = f

– Symbolic regression

if x1 < a and x2 > b and x3 = c
then ypred += x2 + d

4.3 First approach

The first approach took to learn rules with linear combinations (step 3), is to
use a data-driven preprocessing approach. As pointed out by Li et al. [15], data
preprocessing such as augmentation or regularization can impact interpretabil-
ity considerably. Very few preprocessing techniques can be used without loss
of interpretability, therefore a simple linear approach is chosen. It consists in
adding new features to the data provided for the learning step. Those new fea-
tures are actually linear combination of original features. This approach was
chosen following first experiments done with Synthetic Financial Datasets For
Fraud Detection dataset [1], that showed the difficulty of RIPPER and CN2
algorithms to model data that are not ruled by original features individually.
With the manual introduction of a new feature, results improved considerably
as shown in Table 1. An automated feature generation process is created with
sum and difference operations. Interpretability is maintained thanks to a dimen-
sional consistency filter. However this approach is not scalable for more complex
operations and can have impacts on some learning algorithms (for example on
RIPPER stopping criteria that depends on data dimensions).

4.4 Future work and ideas

An approach that we would like to develop is the use of intermediary models.
Rather than working on the dataset directly, we want to try modeling the data



Table 1. Experiments with Synthetic Financial Datasets For Fraud Detection [1]
dataset with and without manual preprocessing with CN2 [6] and RIPPER [7] al-
gorithms

Dataset Model Metrics

acc bal acc f1 precision recall

raw cn2 0.999 0.798 0.691 0.822 0.596

processed cn2 1 0.994 0.993 0.997 0.988

raw ripper 1 0.873 0.839 0.956 0.748

processed ripper 1 0.998 0.996 0.997 0.996

first into an intermediary model (tensor networks, bayesian model etc.), before
learning rules for that new representation of the data. Additionally further work
on how to approach the temporal aspect of the data needs to be completed. With
a fraud detection dataset, it would be interesting to apply anomaly detection
strategy (supervised and unsupervised) as both domains share data characteris-
tics (unbalanced, temporal).

5 Conclusion

In this paper, we presented the doctoral research project. There is a growing need
for understandable AI models. A rule based approach is one potential solution,
but they no longer have the same research interest as black boxes models do. We
believe that this approach is a solution for many different kind of applications
especially financial applications. Modeling with rules, a time-dependent dataset
requires a rule language complexity that is not currently possible to learn with
available methods. This research project aims at going in that direction.
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