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Abstract

It is attractive to learn physics via machine learning because
physics describes our complicated real-world both elegantly
and economically, with simple laws of physics to govern the
evolution of complex states. In the case of classical mechan-
ics, nature favors the object to move along the path according
to the time integral of the Lagrangian, called the action S.
We consider setting the reward/penalty as a function of S,
so the agent could learn the physical trajectory of particles
in various kinds of environments with reinforcement learning
(RL). In this work, we verified the idea by using a Q-Learning
based algorithm on learning how light propagates in materi-
als with different refraction indices, and show that the agent
could recover the minimal-time path equivalent to the solu-
tion obtained by Snell’s law or Fermat’s Principle. The suc-
cess sheds light on the possibility of further applications for
combining RL and physics.

Introduction

The knowledge of physics, from a pragmatism viewpoint,
is a synthesis of mathematical formulas that make predic-
tions based on the input information. For example, Newto-
nian mechanics (e.g. Newton’s three laws of motion) have
been very successful in describing the equation of motion in
a classical world. There are two variants of Newtonian me-
chanics, Lagrangian and Hamiltonian mechanics that enable
us to solve complex systems, for example, multiple pendula,
easily because the complicated constraint force can be de-
scribed by Lagrangian multiplies.

Several studies have been done using deep neural net-
works with inductive bias that incorporate the Lagrangian
or Hamiltonian mechanism to into cost function predict the
motion of objects (Lutter, Ritter, and Peters 2019; Cranmer
et al. 2020; Greydanus, Dzamba, and Yosinski 2019; Toth
et al. 2019). These works show promising results in terms of
predicting more physical trajectories compare with vanilla
neural networks with simple cost functions. However, these
frameworks could be restrictive because the training set of
the system of interest needs to be designed exactly as the
testing set, while in reality, the governing dynamics of the
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task of interest are usually unknown, or only partial infor-
mation is revealed. Here we proposed that we could use
reinforcement learning to learn the trajectory of a physical
system. The least action principle indicates that the physical
action S, an time integration of a Lagrangian [ dtL , will be
minimized by the classical physics path.

The fact raised the idea to use the least action princi-
ple as the basis of a learning algorithm, rather than La-
grangian or Hamiltonian, for a physics model related to an
optimized path. Because the physical action S is able to be
interpreted as an intrinsic property of the environment, it
shows an opportunity to use a non-supervised learning algo-
rithm. Therefore, we decided to implement Reinforcement
Learning (RL) which shows promising progress in various
applications, especially when applied to games (Mnih et al.
2013; Silver et al. 2016), robotic (Kalashnikov et al. 2018)
and scientific discovery or design (Halverson, Nelson, and
Ruehle 2019; Garnier et al. 2019; Popova, Isayev, and Trop-
sha 2018; Denil et al. 2016).

We used the refraction of light combined with Q-Learning
as an example to demonstrate the concept (Watkins 1989).
Our agent will then search along with the interface (RL ac-
tion) for the location of incident points (RL states) at each
interface that gives the light path of the shortest time. That
is, the agent will always get some reward in each round de-
pending on its choice of incident points in each material.

We noticed the word action is used in a different way in
physics and RL. In this work we use ”physical action” S to
represent the physical quantity, not to be confused with the
RL action a.

The Q-learning algorithm with a reward
function of Physical Action S

We set up our environment with starting point A and desti-
nation B, as shown in Figure 1, and then letting light rays
(agent) travel in different materials (environment). For sim-
plicity, light rays are restricted to move in a straight line in
the same material. Each light path is evaluated with a re-
ward function dependent on S, in each round is just straight
line segments connecting starting point A, incident points at
different interfaces, and final point B. Our agent will then
search along with the interface (RL action) for the location
of incident points (RL states) at each interface that gives the
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Physical Action is a physical quantity,
each path corresponds to a physical
action S (in this case § = Time)

Reward as a function of S. By
interacting with the environment, the
agent learns Q(s, a) that minimize §
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Agent would find the path
following Fermat's Principle,
Rediscover Snell's laws

Figure 1: A cartoon summarizing how we connect the principle of least action and reinforcement learning in the case of light

refraction.

light path of the shortest time. That is, the agent will always
get some reward in each round depending on its choice of
incident points in each material.

Physical Action from Fermat’s Principle

Fermat’s principle states that light rays travels between two
points along the path that requires the least time. In order to
determine the time the light ray spends between two points
A and B, we could integrate the time dt at every instance,
which would be distance divided by its ray’s velocity in the

media,
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where v, represents the speed of light in the medium. Fur-
thermore, given the speed of light in vacuum ¢ = 1, it is
generalized to optical path length that would have the form
of (physical action)(Chaves 2017), namely

B
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Once we have the physical action, we could choose a re-
ward as a function of the physical action, in this case, a func-
tion of time as the reward.

Experiment

Q-Learning (Watkins and Dayan 1992) is a basic RL algo-
rithm that builds a Q-table that keeps record of Q-values of
all available actions at all possible states. The Q-value is up-
dated based on the reward the agent received by making a
particular action at a particular state. At any state, there is an
e chance for the agent to make an action that has the highest
Q-value, otherwise the agent will take a random action for
more exploration. In this work we adopted the greedy factor
e = 0.9, learning rate o = 0.001, discount factor v = 0.9.
An overview of our experiment is described in the table and
visualized in Figure 2.

The time T the light ray costs through a distance [ in a
material with index of refraction n,. is 7' = [ - n,.. As light
travels through multiple different materials, the total time it

takes is just the sum of time took in each material, T =
EiTi, and Ti = li * Ny ge

We constructed a three-layer, 50 x 150 grid environment
that consists of three 50 x 50 grid materials of air, water and
glass from left to right. The given endpoints for our RL agent
is from bottom left corner(A) to top right corner(B).

The RL state of our agent is State=(y;-coordinate of air-
water interface, yp-coordinate of water-glass interface). At
the beginning of each training episode, our agent starts from
initial state s;n;(y1,y2) = (0,0), and the theoretical least-
time light path is state speo(y1.y2) = (21,37). Each round
our agent moves up/down one unit along one of the two in-
terfaces. That is, for each round, the one of the four RL ac-
tions @ = {y1 1,y1 |,y2 1,42 |} is taken, where the arrow
means moving along the direction for one unit.

We defined a R score, R, as

R,=Ne$=Ne T (3)

where T is the total time it takes for our agent to travel
between two endpoints, and N is just an arbitrary scaling
factor. The e~ form is taken from the Euclidean path inte-
gral formalism (Hall 2013). The reward our agent receives
for each round is the difference between R, for this round
and the best R achieved so far in this episode.

R— Rcszurrent _ REest (4)

The reward is defined this way so that the agent is would
get reward if the current path is better than the path it has
explored, and vice versa. We find that in this particular en-
vironment setting, this definition of reward and R help the
agent find a global maximum faster.

Our agent is trained for 100 episodes, and during each
episode our agent moves 300 rounds. The training result for
each episode can be visualized in Figure 3, and as an exam-
ple, Figure 2 visualizes training episode #90. Our agent is
able to find the path that takes the least time.

To generalize the problem a bit,the agent is also trained
under indices of refraction other than (ni,ng,ng) =
(1,1.3,1.6), and with initial states other than s;,,;(y1,y2) =
(0,0). The agent can still successfully find the correct path.
One of those trials are shown in Figure 4.
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Figure 2: The evolution of learning during a single training episode. The environment of air(ny;, = 1), water(nygter = 1.3),
and glass(ng1qss = 1.6) from left to right. Our agent is asked to travel from bottom left corner to top right corner. The red lines
are the light path our agent chose and the blue dotted line is the theoretical least-time light path.

Q-Learning and Environment General parameters

RL State S (y1,y2), with 0 < y3 < 50and 0 < yo < 50
RL Action a yl Tyl L,y2 T,y2 ]

RL Reward R R = Reurrent _ REeSt, Rs= Ne T

Total Time T T=%T;, T,=1;- My i

Greedy factor € e=0.9

Learning rate o a = 0.001

Discount factor ¥ v=10.9

Parameters specifically for the case in Figure 2
Index of refraction left to right: ngsr = 1, Nyater = 1.3, Nglass = 1.6
Path endpoints A B A(z,y) = (0,0), B(x,y) = (150, 50)

Initial state Sini Sini (y1, y2> = (0, 0)
Snell’s Law prediction Stheo Stheo(Y1,y2) = (21, 37)
Total training episode 100
Rounds in each episode 300
Discussion
episode #0 We propose a new physics-learning framework based on RL
episode #10 that utilized the concept of the least action principle, which
2251 episode #20 indicates that the physical action S should be minimum, as
zz:gg: iig its reward function. To demonstrate the idea, we used Q-
2201 —— episode #50 learning on the problem of refraction of light among mate-
N —— episode #60 rials. The agent successfully learns the least-time path with
215 4 — episode #70 the reward function e, although we highly restricted the
: Ez:zzgg igg phase space of actions, only the movements of y coordinates
216 of interfaces. The restriction is possible to be relaxed when
there are more computation resources or more suitable algo-
rithms in the future.
2059 7777 : : : : : Here we want to raise an important question: could we
0 %0 100 130 2000 250 300 claim that our work is prior to the knowledge of physics?

There will be a positive answer, if we consider our work
from the path-learning perspective. Paths are not supervised

Figure 3: Time our agent took to travel between the given . . o
8 8 & and constrained by any special condition. The whole learn-

endpoint for each training round during 10 different training

episodes. The blue dotted line denotes the theoretical short- ir}g is based on the minimization of S, th.e Fermal's prin-
est time. The episode #90 is taken as an example in Figure ciple, a very important knowledge of physics embedded as
3 an intrinsic property of the reward function. Therefore, the

answer depends on the definition of the physics knowledge.
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Figure 4: The environment of refraction index ny,ns,n3 = (3,1,2) from left to right. The search begins from initial state
Sini(Y1,y2) = (50,50). The red lines are the light path our agent chose during episode #90, and the blue dotted line is the

theoretical least-time light path.

Nevertheless, our work still clearly shows that the path is
possible to be decided by physical action S. Vice versa, it is
also possible to learn physical action S from path under the
least action principle, too. We will explore the possibility in
the future.

While for classical physics, most of the path-finding prob-
lem could be treated as a traditional optimization problem,
we noticed that our RL framework provides a potential link
to learn quantum mechanics. In the quantum world, which
non-optimal path could also contribute to the final state,
and our RL framework could provide a way to evaluate the
“value” for the non-optimal path that could not be capture
easily by traditional optimization. The mathematical tool to
describe Quantum mechanics is a wave function of space-
time. Compare the wave function to the coordinates in clas-
sical physics, the amount of data is incredibly huge, the
whole space v.s. one point. However, physicist cleverly ob-
served that the quantum mechanics is able to be described
by the physical action S from the all possible paths, which
is called as path integral (Dirac 1981), and more importantly,
the exploration and exploitation nature of RL approach can
be used to pick up the truly important paths, especially with
deep reinforcement learning.

Conclusion

We demonstrate that RL can be applied to path finding in
a physical system by purely interacting with the environ-
ment and getting the path of least action without knowing
the ground truth. We believe that with more computational
resources and advanced RL algorithm, RL can be applied to
learn complex physics models based on the physical action
S. We also noticed that the potential of exploration and ex-
ploitation nature of RL approach is actually similar to the
spirit of path integrals in quantum mechanics(Dirac 1981),
where all of the conceivable (non-optimized) path could also
contribute so the all possible path between two points needs
to be explored and evaluated. We plan to investigate these
ideas in our future work.
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