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Abstract  
The article describes an approach to reinforcement learning in the task of controlling an 

intelligent robot. The robot control system is built using the DJSM method. The DJSM 

method is a development of the JSM method, applicable in the case of an open world with an 

unknown number of examples in advance. The article deals with reinforcement learning for 

the movement of a wheeled robot along the black line on a limited polygon. The simulation 

of training in a software simulator is carried out. Examples of training results for various 

target functions are given. It is shown that the training work can be carried out in real time. 

The dependence of the learning outcomes on the initial conditions is revealed. The analysis 

of the obtained results is carried out.  
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1. Introduction 

Currently, research in the field of intelligent robots is rapidly developing, which is associated with 

great prospects for the use of such systems. One of the important characteristics of an intelligent robot 

is its adaptation to the changing environment in which the robot operates. The robot’s control system 
must adjust itself to these changes, which implies that it has learning properties. 

Learning from pre-classified examples, known as learning with a “teacher”, has serious limitations 

in cases where it is not known in advance how to teach the robot. The robot’s ability to learn 

independently is desirable. In this case, the work is set as a goal, and the robot develops the sequence 
of actions necessary to achieve the goal itself. The teacher in this case is the environment in which the 

robot functions, and the punishment and reward are set using target functions. Reinforcement learning 

refers to such methods. 
Currently, reinforcement learning is actively developing for neural networks, especially for deep 

neural networks [1]. Reinforcement learning is actively developing for robotics ([2]-[4]). The features 

of such training are the low learning rate, which is being improved by various methods, limitations on 
the complexity of world models, difficulties in interpreting the results, and the dependence of the 

quality of training on the learning environment. 

For logical methods of artificial intelligence, reinforcement learning is much less developed. An 

example of using reinforcement learning for decision trees is given in the paper [5].  
The author proposed an approach to teaching with a teacher for the dynamic JSM method (DJSM) 

in robot training tasks [6]. The present work is an attempt to develop this direction towards 

reinforcement learning. 
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2. Model task 

As a model task for training the robot, the task of moving the robot along the black line was 

chosen (Figure 1b). This task is often found in mobile robot competitions. Despite its apparent 

simplicity, it is a good example of a dynamic environment (since the robot itself moves) with a 
limited number of actions. The robot (Fig. 1a) is a three-wheeled trolley with differential wheels and 

one support wheel. To detect the line, the robot has four sensors. To simplify the observation of the 

robot, the first sensor is highlighted in yellow. In Fig .1a digits indicate the sensor numbers. 

 
    a)    b) 

Figure 1: a) robot’s model, b) test site for robot. 
 

The current state of the robot is determined by the sensor information - the state of the line sensors, 

and the control vector - the state of the robot drives. In terms of the DJSM system [6], the current state 
is one example that has the following representation: 

Pi = (Si, Ci) (1) 
where Si is the sensor information vector, which includes all the current information about the state 

of the sensors, 
Ci is the control vector, which includes all the current information about the status of the drives. 

Each line sensor is encoded with two bits: {1 0} - does not see the line, {0 1} - sees the line. 

Crossing over the sensor number indicates the inversion of the state. This representation is used in the 
intersection operation on bit strings. Figure 2 shows an example of a possible representation of one 

example. 

 
Figure 2: Structure of examples Pi and hypotheses. 

 
The control vector can contain a unit only in one position corresponding to a certain robot 

movement. This model uses four predefined robot movements: Forward, Backward, Left, and Right. 

These movements are enough to complete the task of moving along the line. For convenience, the 
structure of the DJSM hypothesis has the same form as the example. 

3. Learning with a teacher in the DJSM method 

The dynamic JSM (DJSM) method  was proposed in [6]. In contrast to the classical JSM method 

([7]-[10]), the dynamic JSM method can be used in an open environment with incomplete information 
and with an unknown number of examples. In the course of the dynamic JSM method, the knowledge 

base is open and is formed during the training of the robot, i.e., as new information becomes 
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available. This property of the dynamic JSM makes it possible to use this method to build control 
systems for an intelligent robot capable of learning. 

Let’s briefly consider the modes of learning with a teacher and the mode of autonomous work 

using the DJSM method (see [6], [11]). This will allow us to move on to self-study in the future, 

which turns out to be similar to learning with a teacher. 
In the training mode (see Figure 3a) the “teacher” receives sensory input and generates the control 

signals necessary for the robot’s adequate behavior on the training ground. At the same time, the sensor 

information and the status of the drives are fed to the DJSM system. A set of receptor signals and current 
control actions determines one training example Pi. The DJSM system checks it for uniqueness and enters 

it into its database of facts. After entering a new example in the list of training examples, a hypothesis 

search is performed. For this problem, a simple DJSM method was used without prohibiting 
counterexamples (see [11]), since there are no negative training examples in this problem. 

Training should be carried out until the knowledge base is no longer replenished with new 

hypotheses. Obviously, in this case, the training algorithm has gone through all the possible input 

effects that it is able to respond to, and we can assume that the database of facts is quite complete.  

 
Figure 3: a) training mode, b) working mode. 

 
In the working mode (see Figure 3b), the DJSM system receives the input of the Si sensor 

information, from which a test example is formed. The decision is made by checking the embedding 

of previously obtained hypotheses in this vector. If a hypothesis is embedded in the test vector of 

receptor signals, then the robot must act in accordance with it. If no hypothesis is found, then this is 
an unknown state, for which you need to form a random control vector (Figure 3b). If the database of 

facts is complete, then the behavior of the robot in the operating mode under the control of the DJSM 

system should not differ in any way from the control of the “teacher”. 
For testing, various experiments were carried out, both on a software simulator and on the Amur 

mini-robot created in the Creative Scientific and Technical Laboratory of the Polytechnic Museum 

[12]. Experiments have shown that this way you can train the robot to behave in real time. The trained 

robot did not look any different in behavior from the control with the help of a “teacher”. 

4. Reinforcement learning in the DJSM method 

The above method of teaching with the teacher of the DJSM system can be called batch. With this 

method, the learning and application of the acquired knowledge are separated in time. To switch to 
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self-learning, it is necessary to classify unrecognized examples in the working mode in some way. 
Additionally, you should introduce rules for encouraging and punishing the robot’s actions in the 

environment. 

 
Figure 4: Reinforcement learning of the DJSM system. 

 

Let the base of the robot’s (+)hypotheses be empty at the initial time (Fig 4). Then the first 
example formed from the sensory information will not be recognized and the control system will 

switch to the classification mode  of the (t)example. For a new unknown example, a control vector 

must be randomly generated. At the same time, negative hypotheses are first searched for, which are 

embedded in the current sensor vector. If such hypotheses are found, the corresponding actions in the 
control field are marked as invalid. From the remaining fields of the control vector, one action is 

randomly selected. Thus, for the current state of the sensor vector, an action will be randomly 

generated that has not previously led to incorrect results. 
The generated control vector controls the robot and then the DJSM system waits for the Si sensor 

vector to change. At the same time, it starts to work out a timeout. When the sensor vector changes or 

a timeout is triggered (the allotted time ends) the DJSM system proceeds to classify the example. 

5. Classification of new states 

To determine the quality of the action, you need to enter a Target function, which will give 

information about whether the robot has achieved the goal or not. The achievement of the goal is 

determined by the sensor vector. The objective function is defined as: 
T(Si) = 1  if the goal is reached, 

T(Si) = 0  if the goal is not reached. 

The classification of examples for the sensor vector Si is carried out as follows: 

1) Si <> Si’,  T(Si) = 0, T(Si’) = 0,   example  P(-)  

2) Si <> Si’,  T(Si) = 0, T(Si’) = 1,   example  P(+) 

3) Si <> Si’,  T(Si) = 1, T(Si’) = 0,   example  P(+) 

4) Si <> Si’,  T(Si) = 1, T(Si’) = 1,   example  P(+) 

5) Si = Si’,  timeout = true,   example  P(-), robot  home 
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Let’s take a closer look at the classification rules. 
In rule 1, the robot moved out of the line (T(Si) = 0) and did not find the line (T(Si’)=0), so this 

example will be classified as negative examples (P(-)).  

In rule 2, the robot moved out of the line (T(Si)=0) and found the line (T(Si’)=1), so this example 

will be attributed to positive examples (P(+)). 
In rule 3, the robot was moving in the line (T(Si)=1) and lost the line (T(Si’)=0), so this example is 

referred to as positive examples (P(+)). The loss of the line in this case is not a bad thing, since it 

could have occurred due to circumstances beyond the robot’s control – for example, the robot was 
moving straight along the line, but met a turn. 

In rule 4, the robot was moving in the line (T(Si)=1) and did not lose the line (T(Si’)=1), so this 

example is referred to as positive examples (P(+)). 
Rule 5 works in cases where the robot performs an action for a long time that does not lead to a 

change in the state. Then the robot should be returned to its original state (home), and the action 

should be classified as incorrect (P(-)) (leading to a line). 

After classifying an example, i.e. assigning it to positive or negative examples, a hypothesis search 
is performed. Thus, the knowledge bases of (+)examples and (-)examples are updated with new 

information. The criterion for completing the self-learning process of the robot is the absence of 

unknown (unclassified) examples in the operation of the control system. 

6. Simulation results 

To test the proposed method, a robot simulator was used, in which training was conducted 

(Fig. 1b). The robot started moving out of the line, got into the line, and then in the process of self-

learning, typed hypotheses. 
As the target function, we used various conditions for the robot to be in the line. Here are some 

examples. 

Example 1. 
Objective function T(Si): 

   if   Photo2   then true   

                       else  false   

   endif  
If the photo sensor 2 sees the line, the function returns true, otherwise it returns false. 

It can be assumed that to implement such an objective function, it is sufficient to turn left if the 

photo sensor 2 sees the line. And turn right if the photo sensor 2 does not see the line. However, 
contrary to expectations, only some of these hypotheses were generated during the experiments. 

 

Table 1 
Hypotheses for the experiments 1-3 

 Experiment 1 

_  _   _  _ 
11223344  FBLR 

Experiment 2 

_  _   _  _ 
11223344  FBLR 

Experiment 3 

_  _   _  _ 
11223344  FBLR 

(+) 
examples 

01001010  0001 
10010010  0010 
00010000  0001 

10010010  0010 
00100010  0001 
00010000  1000 
10000101  1000 

00010110  0010 
00010000  0001 
00000010  0001 

(-) 
examples 

10100000  0010 
10100001  1000 
10100000  0001 
10101000  1000 

 

10100001  0001 10100001  0001 
10100001  0010 
10100001  1000 
00101001  1000 
01100001  1000 

result good good bad 

 



According to the results of self-study, various variants of positive and negative hypotheses are 
formed in several experiments (Table 1). In the first experiment, only right and left movements are 

formed. This set of rules allows the robot to move steadily along the line. As can be seen from 

Table 1, in this variant, there are actions for which the target function gives false-this is hypothesis 1. 

In this case, the robot sees the line with sensor 1, although the target function requires the robot to see 
the line with sensor 2.In the second experiment (Table 1), the set of control rules contains left and 

right turns and straight movement, which allows the robot to move steadily along the line. Note that 

even in this case, there are hypotheses for which the objective function gives false. In the third 
experiment (Table 1), the set of rules does not allow the robot to move steadily in the line, although 

there are left and right turns. The set of negative hypotheses in this experiment is the largest of the 

presented ones. 
The final result of the training and the differences in the composition of the hypotheses strongly 

depend on the initial conditions – the starting point before entering the line, the action that the robot 

performed during this process, and the state of the random number sensor that was used to select 

random options. 
Example 2. 

Objective function T(Si): 

   if   Photo1 OR Photo2 OR Photo3 OR Photo4   
             then true   

             else  false   

   endif  
If any of the photo sensors sees the line, the function returns true, otherwise it returns false. 

The results of some experiments are shown in Table 2. As for the first example, different sets of 

hypotheses are formed with different final results. 

Table 2 
Hypotheses for the experiments 4-6 

 Experiment 4 

_  _   _  _ 
11223344  FBLR 

Experiment 5 

_  _   _  _ 
11223344  FBLR 

Experiment 6 

_  _   _  _ 
11223344  FBLR 

(+) 
examples 

10000000  0010 
01000000  0001 
 

00010000  1000 
00100000  0010 

01000000  0001 
00000101  0001 
00100000  0001 
00010000  0010 

result good bad good 

 
In Experiment 4 (Table 2), an almost ideal result was obtained for controlling a single photo 

sensor. In Experiment 5 (Table 2), bad rules were obtained that do not allow the robot to move 
steadily along the line. In Experiment 6 (Table 2), the last two rules are the ideal rules for moving the 

robot along the line using the photo sensor 2. 

An interesting fact is the absence of negative hypotheses in these experiments. We can assume that 

this is due to the fact that the target function is very “soft”, since any sensor can see the line. 
Therefore, incorrect behavior as a result of training did not occur, as a result of which negative 

examples and hypotheses were not generated. 

The simulation showed a high speed of the learning process. So for all the experiments, a 
sufficient number of hypotheses were collected when the robot moved in one circle. The time spent 

on training was less than one minute. 

7. Conclusion 

Experiments on the simulator showed the possibility of training with reinforcement for the DJSM 
method. The quality of training is highly dependent on the initial learning conditions, which does not 

always lead to good learning outcomes. This property of reinforcement learning is also observed for 



neural networks, which indicates the deep properties of learning that have not yet been sufficiently 
studied. 

A feature of reinforcement learning for the DJSM method is the high learning rate. In practice, the 

robot can be trained in real time while working on the test site. Since two similar examples are 

enough to get the DJSM hypothesis, the knowledge base is set in several similar cases. 
The proposed approach to training with reinforcement for the DJSM method can be used to build 

effectively trainable control systems for intelligent robots. Obviously, this approach needs to be 

developed in order to reduce the dependence of the quality of training on the initial conditions. 
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