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Abstract 
Detecting, tracking and classifying objects in images and videos is an important task. His 

solution improves the safety of public places with large numbers of people. Many marketing 

departments and advertising agencies are interested in solving this problem. Various methods 

and algorithms of computer vision are used to analyze visual information in images and 

videos. There are ready-made implementations, both commercial and free. The paper 

discusses existing solutions for monitoring pedestrian traffic, their features. Open source 

solutions were tested and evaluated. The issues of using convolutional neural networks in 

monitoring systems are discussed in detail. 

The issues of testing monitoring systems based on special data sets (Crowd Dataset) are 

considered separately. It is noted that such data are sometimes insufficient to conduct full-

scale studies. It is proposed to use synthetic datasets (virtually constructed datasets) for 

testing software for detection, motion monitoring and object classification. It is proposed to 

create test videos using special 3D modeling and animation software, the so-called 

"animatics". Comparison of the two testing methods showed that test results on synthetic data 

correlate with test results on real data. 

The author's algorithm is proposed, which made it possible to improve the accuracy of work, 

while maintaining an acceptable speed of work. The description of the algorithm is given and 

the results of its approbation are presented. Comparison with existing solutions was carried 

out on synthetic and real data. It was possible to improve the accuracy of recognition and 

further counting of pedestrians, ensuring an acceptable speed of work.   
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1. Introduction 

The proliferation of automatic tracking systems, including systems for monitoring or counting 
pedestrians, has become possible thanks to the development of image recognition technologies in the 

image. Such systems are used in various fields - counting visitors to trading floors, collecting statistics 

on visits to public events and cultural sites. 

Typically, these systems use a webcam and firmware. However, systems are proposed that process 
the input video after shooting on separate personal computers. In such cases, it is important to achieve 

a reasonable compromise between detection and counting accuracy and program performance. This 

paper discusses existing solutions for monitoring pedestrian movement, their features, and proposes 
an approach based on the use of convolutional neural networks, which improves the accuracy of 

work, while maintaining an acceptable speed of work. 
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With an increase in the number of proposed monitoring systems, the issue of assessing their 
quality becomes important. Existing data sets do not always meet the required requirements. Creating 

test videos requires significant resources: providing the required number of people, choosing a 

shooting location, various camera configurations. This paper proposes an approach to testing 

pedestrian traffic monitoring systems and object classification based on the use of synthetic datasets 
(virtually constructed video datasets), which reduces the cost of creating test videos [19, 20]. 

2. Modern systems for monitoring the movement of pedestrians 

Currently, a large number of applications have been implemented designed for monitoring and 

counting pedestrians on video. 
Commercial solutions produced by manufacturers of specialized cameras. Macroscop is a system 

that allows you to determine the number of visitors entering and leaving using IP-surveillance 

cameras. The key features of this solution are the determination of the number of entered and exited 
visitors using IP cameras both through one and through several entrances and counting people in 

moving groups [1]. Domination is an application that performs statistical counting of visitors, peak 

load analysis. The system determines the number of people who entered and left shows a report in the 
form of graphs [2]. 

Solutions triggered by various accessories. The CleverCamera system works with IP cameras 

from Axis, SpezVizion, Beward and other manufacturers, using ONVIF, RTSP protocols. The system 

also includes computing and processing servers on which the software is installed [3]. SimbirSoft 
offers a solution based on UpBoard [4]. The implemented algorithm includes: selection of moving 

objects from the general video stream; segmentation of objects and search for people among them; 

division of groups into separate people; tracking people; counting the passage of visitors through 
certain gates. 

Open source solutions. Footfall is a C ++ system using RaspberryPi, PiCam and 

openFrameworks [5]. Overhead-camera-people-counter is a C ++ solution using the OpenCV library 
[6]. Open source solutions are People-detecting [7] and People_counter [8]. "People-detecting" 

application uses algorithms: accumulateWeighted. Pedestrian, FollowMovement. The first, the 

simplest of the three, has low accuracy. The Pedestrian method uses a pre-trained oriented gradient 

histogram (HOG) model and support vector machine (SVM) [9]. Shows more accurate results, but 
consumes more resources and is slow on regular CPUs. Can be used if processing is done on GPU. 

FollowMovement method. This solution implements the method from the article 

"PeopleCounterwithOpenCVPython" [10]. The algorithm includes background selection, filtering, 
outline search, the most important step is motion tracking. The result is quite accurate, the method has 

an acceptable performance. The People_counter application uses an oriented gradient histogram 

classifier to detect people. 

Testing of existing solutions. The features of these solutions were selected for analysis: People-
detecting includes operations for background selection, filtering, edge search and motion tracking 

based on OpenCV methods. The above solutions were tested on videos shot with different shooting 

conditions. The results of testing the considered methods are shown in Fig. 1 and 2. 
 



 
Figure 1: Monitoring results with a small number of people 

 

Testing the three selected solutions allows us to draw the following conclusions: in most cases, the 

FollowMovement method detects and counts a large number of extra non-human fragments, the 
accumulateWeighted method detects fewer people than there are in the frame, even in the case of a 

small number of people (1-2) ... The most accurate results were obtained by the Pedestrian method 

using a pre-trained oriented gradient histogram (HOG) model and a support vector machine (SVM). 
However, the speed of this method is the lowest and it seems impossible to use this method without 

special powerful equipment. 

 

  
Figure 2: Monitoring results with a large number of people 

 

Thus, all the considered solutions have certain disadvantages - a large number of errors in 
recognition or extremely slow operation speed in the absence of specialized equipment. 

 

3. Convolutional neural networks in monitoring systems 

There are many software tools that perform pattern recognition on an image. These include, first of 
all, various methods of machine learning, including classification, clustering, neural networks, and 



combinations of several methods [11]. Recently, the use of neural networks has become more and 
more successful. Convolutional neural networks are primarily intended for image analysis. The main 

feature of convolutional neural networks is the alternation of convolutional layers and subsampling 

layers (poolinglayers, or pooling layer), by analogy with the alternation of the so-called simple and 

complex cells of the visual cortex [12]. The essence of the convolution operation is the step-by-step 
multiplication of image fragments by some matrix - the convolution kernel. 

Convolution is the first layer aimed at extracting features from the input image. Convolution 

preserves the connection between pixels by highlighting features in small squares of the input image. 
Fragments of the image and the convolution kernel or filter are fed to the input of the convolution 

operation [13]. In general, the convolution operation can be represented as the following formula: 

 

(𝑓 ∗ 𝑔)[𝑚, 𝑛] =  ∑ 𝑓[𝑚 − 𝑘, 𝑛 − 𝑙] ∗ 𝑔[𝑘, 𝑙]
𝑘,𝑙

 (1) 

where f is the original image matrix, g is the convolution kernel. By applying the convolution 

operation with various filters, you can perform such operations as detecting the edges of objects, 

blurring, and sharpening. The pooling layer compresses the fragments of the image, in which each 
disjoint group of pixels is compressed to one pixel. There are several selection algorithms - 

MaxPooling (maximum function), AveragePooling (average function), SumPooling (sum function). 

The point of pooling is to reduce redundant information and save only important features for further 

processing, as this also avoids overfitting. The alternation of convolutional and pooling layers is 
repeated until the desired result is achieved. 

Further, the result of sequential convolution and pooling is fed to the input of a fully connected 

neural network, which can also consist of several layers - FullyConnectedlayers. Finally, for the final 
classification, the neuron activation function is used - some non-linear function that determines the 

output signal from a set of input signals. Very often the sigmoidal function is used as an activation 

function: 
 

𝑓(𝑠) =  
1

1 +  𝑒−𝑠
. 

(2) 

 

YOLO (You Only Look Once) is a real-time object detection system. It is a convolutional neural 

network belonging to the SingleShot class of detectors. With YOLO, you can recognize 80 classes of 

objects, including people, cars, furniture, etc. Due to its high operating speed, this architecture is 
suitable for processing and detecting objects in video [14]. YOLOv3 is an enhanced version of the 

YOLO architecture. It consists of one hundred six-fold layers and detects small objects better than its 

previous version - YOLOv2. The main feature of YOLOv3 is that the output has three layers, each of 
which is designed to detect objects of different sizes - the idea of the FeaturePyramidNetworks 

architecture is used. Also, the number of reference rectangles is increased to 9, and a more accurate 

classification function is used [15]. In the developed application, the computer vision library OpenCV 
was used, in the latest versions of which support for YOLOv3 was added, which ensured the 

convenience of their integration [16]. 

4. Monitoring algorithm implementation 

Let us describe the main stages of the implementation of the proposed pedestrian monitoring 
algorithm based on the selected technologies - YOLOv3 and OpenCV. At the first stage, preliminary 

actions are performed to initialize the libraries and input data. Loading the configuration and YOLO 

weights is performed using the OpenCVdnn.readNetFromDarknet function from the dnn - 

DeepNeuralNetwork module. The result of executing this function is an object representing a neural 
network read from the input configuration files; initialization of input and output video files using the 

OpenCVVideoCapture function. The result of executing this method is an object of the input video 

stream. The height and width of frames of the input video are read using the get () method of the input 
video stream. The variables used below are determined. Sets the location of the counting line, the 

color for marking the bounding boxes in the frame. In addition, the arrays are initialized to store the 



coordinates of the found objects in the current and previous frames and the counter required for the 
total count of people. Further in the cycle, frame-by-frame processing is performed. The frame is read 

using the read () function called on the input video stream object. If the next block could not be read, 

processing ends and the cycle is exited. From the read source frame, a binary object is formed using 

the dnn.blobFromImage method and fed to the input of the neural network using the setInput and 
forward methods to process and obtain bounding boxes and their corresponding probabilities. Further, 

for all found objects, filtering by class is performed - only objects of the Person class remain, and 

objects with a probability of falling into the Person class for which are less than 0.5 are discarded. 
Based on the calculated coordinates, bounding rectangles are plotted on the output frame. 

In the previously considered solutions for counting people, the main errors occurred at the 

detection stage - unnecessary objects were found that are stationary or are not people. Parts of a 
person were counted as several separate people or, on the contrary, the moving person was not 

detected, and therefore not counted. Finally, in solutions with a sufficiently high accuracy, errors are 

most likely if there are several people walking close to each other in the frame. In the developed 

solution, it is proposed to increase the accuracy of the final counting of people, first of all, through the 
use of tools that allow more accurate recognition of people in each separate frame. 

5. Testing the developed system 

Testing of the developed application was carried out using "live" test videos and synthetic data sets 

obtained in computer programs for 3D modeling and character animation [21]. The comparison was 
carried out with two previously considered open source solutions - "People-detecting" and 

"People_counter". 

Testing on the evidence. A set of test videos of people moving along the same trajectory was 
filmed, in which various parameters were used: the height of the camera and the distance between 

people walking (Fig. 3). A vertical counting line is placed on the frame of the processed video. The 

detected people are circled in yellow, the probability of falling into the Person class is displayed for 
each object above the bounding rectangle, in the frame in the lower right corner there is an inscription 

with the current value of the counter of people who crossed the line. The proposed solutions made it 

possible to obtain greater clarity, and also helped to concretize the moments in which mistakes were 

made. 
 

 
Figure3: Fragments of the test video and test results 

 

Testing using synthetic data. Next, we consider the approach proposed by the authors - the use of 

synthetic datasets (virtually constructed datasets) to test software for detection, motion monitoring 

and object classification. It is proposed to create test videos by means of special software for character 
computer 3D modeling and animation, the so-called "animatics". In the studies conducted, we used 

test videos created in the Antics3D AnticsTechnologies program [17]. Antics3D was developed to 

create 3D character animation and event visualization in cinematography, forensic animation, 
education. Currently, the program is no longer supported, but it is freely available. The software 

employs drag, hover and click paradigms for animation, allowing users to create virtual scenes, direct 



characters to perform actions, and use virtual cameras to record scenes that can be edited on a timeline 
[18]. The result of processing test videos is shown in Fig. four. 

 

    

Figure 4: Test video processing results 
 

For testing, videos were created with different spacing between pedestrians, different camera 

positions and different viewing angles. The results of one of the tests (shooting at an angle of more 
than 90 degrees) are shown in the diagram in Fig. 6. The diagram shows the obtained values of the 

number of people in comparison with the real value. The data is grouped by the height of the camera 

above the ground. 
 

      

Figure 5: People counting results 
 

Based on the data obtained, the following conclusions can be drawn: the developed algorithm is 
characterized by a small number of errors in counting, regardless of the location of the camera and the 

considered intervals between people. The reduction in the number of errors that occurs when people 

intersect in the frame is obtained through the use of the YOLOv3 architecture. 

Comparison of the results of the developed algorithm with existing solutions. Comparison of 
the calculation accuracy in the considered solutions was made on the basis of the value of the relative 

error. For each application, the total number of errors made in all tests was calculated, and then the 

relative error was calculated, the final formula is: 
 



  δ =
∆n

nд
 (3) 

 

where n is the number of people counted. For all cases, n_d is the actual value of the value, equal to 

45, as the total number of people passed in the test videos. The results of calculating the relative error 
in determining the number of pedestrians, for real and synthetic data, are presented in the form of a 

bar chart (Fig. 6). The columns are grouped by the application under test. 

      

Figure 6: Comparison of relative error for synthetic and actual data 
 
Based on the diagram obtained, the following conclusions can be drawn. When testing on actual 

data, there were more errors in recognition and counting compared to testing on virtual scenes. This is 

primarily due to the peculiarities of the background, clothing and gait of various people when 
shooting in real conditions. The developed algorithm showed the best results when compared with the 

considered open source solutions, when tested on real and synthetic data. There is a correlation 

between the number of errors made during testing in two different ways. The worse the result shown 
by the application when testing on synthetic data, the worse the result when testing on video with real 

people. Thus, despite the fact that when testing in two ways the number of errors does not coincide, 

the presence of a qualitative relationship between the results allows using the proposed testing method 

as less costly, which allows simulating various situations and shooting conditions. 

6. Conclusion  

In the course of the work, an algorithm for monitoring the movement of pedestrians was developed 

and tested. It was possible to improve the accuracy of recognition and further counting of pedestrians, 

ensuring an acceptable speed of work. The developed algorithm showed results comparable in 
accuracy in cases where pedestrian crossing does not occur in the frame. In the case of a small 

interval between people and their intersection in the frame, the developed algorithm demonstrates 

significantly fewer errors compared to the two tested applications - for the tests performed, the 
number of errors decreased several times. 

Comparison of two testing methods - on synthetic and real data - showed that despite the presence 

of quantitative discrepancies in the accuracy of pedestrian counting, there is a connection between the 

quality of the application, demonstrated during testing in different ways. So test results on synthetic 



data correlate with test results on real data. The presence of such a relationship allows us to conclude 
that the use of synthetic data can be used for automatic monitoring of pedestrian movement, since this 

approach can reduce testing costs, while creating test data with shooting conditions that would be 

difficult to reproduce in real conditions. ... In the future, a more detailed study of the effect of 

shooting conditions on the coincidence of the results when testing in two different ways is possible. 
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