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Abstract  
To develop models for predicting the response to hormonal stimulation in the treatment of 

infertility, assisted reproductive technologies, data from 700 cases of infertility treatment with 

IVF were used. The forecasting system was built using the R 4.0.3 language. Modeling was 

carried out based on linear regression, regression trees, regression trees, k-nearest neighbors, 

gradient boosting.  
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1. Introduction 

The number of oocytes obtained during the infertility treatment using methods of assisted 

reproductive technologies is a quantitative variable that is a significant predictor of the pregnancy 

probability. By the number of oocytes obtained, the ovarian response can be identified as optimal - 10-
16 oocytes, suboptimal - 4-9 oocytes, poor - less than 4 oocytes, as well as a hyper response of more 

than 16 oocytes [1,2]. 

The problem of a poor ("weak") response is a pressing challenge in reproductive medicine. An 
important fact is that a poor and suboptimal response occurs not only in the group of women with the 

reduced ovarian reserve, but also in the group with normal and high ovarian reserve. While in the first 

case the unsatisfactory result of ovarian stimulation is predictable, in the second case it is unexpected. 

At the same time, it is known that in the group of patients with an unexpectedly poor ovarian response 
to stimulation with gonadotropins, the pregnancy rate is significantly lower in comparison with the 

group of patients with an expected weak ovarian response - 6–7% and 17–26%, respectively [3,4,5]. 

Therefore, it is important to compare the forecast of the oocytes number with the actual number of 
oocytes obtained. 

In addition, it is important that most of the systems for predicting the number of oocytes are aimed 

at calculating the total number of oocytes, including immature and poor quality, or calculating the 
number of preovulatory follicles. A complex system is needed to predict the number of mature and 

high-quality oocytes suitable for fertilization. This prognosis system should include not only indicators 

of ovarian reserve, but also the sensitivity of follicles to gonadotropins. The basis of such a forecasting 

system can be a predictive model that includes all the variety of influencing factors. 
Thus, the aim of the study is to develop a basic model that would be able to restore the functional 

relationship between predictor variables and the number of mature oocytes. 
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2. Materials and methods 

Retrospective data on cases of ovarian stimulation and the number of oocytes obtained have been 

used to develop the model. A total of 658 cases of ovarian stimulation with gonadotropins have been 

included. 
SMAPE (symmetric mean absolute percentage error) has been chosen as a metric for assessing the 

effectiveness of the model [6]. This error formula is: 

𝑠𝑀𝐴𝑃𝐸 =
100%

𝑛
∑

|𝐹𝑡−𝐴𝑡|

(|𝐴𝑡|+|𝐹𝑡|)/2
𝑛
𝑡=1 ,  

where: 

 n – sample size 

 At – true response value 

 Ft – value response, returned by the model 

This error has been chosen since: 

 The target variable in the available data is strictly positive. 

 The target variable is measured on an absolute scale. 

 sMAPE is an intuitively interpreted metric that improves the understanding of model quality 

by experts. 

 sMAPE is a symmetric metric, it adjusts the model equally both in the direction of too high 

predictions and too low. 

Thus, the target accuracy of the final model is determined as 85%, which is expressed in terms of 1 

- sMAPE. 
To increase the accuracy of the estimate, the mean absolute error (MAE) is also used [7]. The number 

of mature oocytes in the data ranges from 1 to 20 and at this stage the target MAE is 3 mature oocytes. 

The mean absolute error formula is defined as follows: 

𝑀𝐴𝐸 =
∑ |𝑦𝑖−𝑥𝑖|𝑛

𝑖=1

𝑛
, 

where: 

 n – sample size 

 yi – true response value 

 xi – value response, returned by the model 
Thus, the formal development goals are as follows: 

 Model with MAE <= 3 

 Model with sMAPE <= 0.15. 

The R 4.0.3 language has been chosen for the technical implementation of the simulation. 

After the formation of a subset of the most informative variables using the Boruta method, the 
sample has included 31 predictors and 1 target variable. 

The target variable was the number of mature oocytes. 

Data on medical history, reproductive history, presence of somatic and reproductive diseases, 

objective anthropometry data, laboratory and instrumental indicators of ovarian reserve, blood levels of 
steroid and non-steroid hormones, clinical blood analysis indicators, biochemical blood test reflecting 

carbohydrate, fat and protein homeostasis have been used as potential predictors. 

The variables that have been used to develop the model were categorical or quantitative. 
All categorical variables for linear regression models, decision tree, random forest, k-nearest 

neighbours have been converted to binary using the one-hot method. The built-in target encoding 

method has been used for catboost. 
All missing values in the variables have been restored by the method of imputation with auxiliary 

models. It should be noted that variables with the percentage of missing values more than 15 have been 

removed from the set of variables. Thus, the likelihood of improbable restoration of missing values has 

been reduced. 
All quantitative variables have been normalized by Z-scaling. 

𝑧 =
𝑥−𝜇

𝜎
, 

where: 



 x – value of the variable 

 μ – average value of this variable 

 σ – standard deviation of the variable 

In total, after clearing invalid objects, the selection currently contains 658 data rows. 
The basic relationship diagram can be represented as follows: 

 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑚𝑎𝑡𝑢𝑟𝑒 𝑜𝑜𝑐𝑦𝑡𝑒𝑠 ~ 𝑎 + 𝑏1 ∗ 𝑥1 + 𝑏2 ∗ 𝑥2 + ⋯ + 𝑏𝑛 ∗ 𝑥𝑛  + 𝜀, 

where: 

 number of mature oocytes is the target variable 

 a is a constant 

 bn – coefficients 

 xn – the corresponding values of the variables 

 ε – “noise”, a random error that is inevitably present in the data. 

The dataset has been divided into training and testing samples in a ratio of 80% / 20% (529/129). 
Hyperparameters in the first subset have been selected by the cross-validation method, the second subset 

has been left for testing the model. 

where “number of mature oocytes” is the target variable, a is a constant, bn – coefficients, xn – the 
corresponding values of the variables, ε – “noise”, a random error that is inevitably present in the data. 

The dataset has been divided into training and testing samples in a ratio of 80% / 20% (529/129). 

Hyperparameters in the first subset have been selected by the cross-validation method, the second subset 
has been left for testing the model. 

The models have been compared according to the MAE and sMAPE metrics, upon which the best 

one has been selected. 

3. Modeling 
3.1. Linear regression model 

For the basic model, the stepwise regression method has been used according to the Akaike criterion: 

𝐴𝐼𝐶 =  2𝑘 − 2𝑙𝑛 (𝐿), 

where: 

 k is the number of parameters in the statistical model,  

 L is the maximized value of the likelihood function of the model, after which the one model 

with the smallest AIC value is chosen [8]. 

 

Table 1 
Metrics of the linear regression model 

Metric Value 
MAE 2.40 

sMAPE 38.5% 
1 - sMAPE 61.5% 

 

The MAE of the baseline model is less than 3. The alternative models were expected to have lower 
error, than the baseline naive model, in order to be considered more efficient. 

3.2. Regression tree model 

The regression tree model does not differ significantly from the baseline model, having an even 

larger sMAPE [9]. 
 

 

 



Table 2 
Regression tree model metrics 

Metric Value 
MAE 2.40 

sMAPE 38.7% 
1 - sMAPE 61.3% 

3.3. Random forest model 

A model based on a random forest has low interpretability, but it allows one to assess the significance 

of individual features in the model, and also combines all the advantages of decision trees, 

compensating for their shortcomings [11]. 

Table 3 
Metrics of the random forest model 

Metric Value 
MAE 1.7 

sMAPE 29.4% 
1 - sMAPE 70.6% 

 

As can be seen from the table of results, the resulting model has an average error of 1.7 oocytes, 
which is a significant improvement compared to the regression tree. 

sMAPE dropped to 29.4%, or by 9.3%. 

3.4. K-nearest neighbours model 

The standard Euclidean metric has been chosen as the metric [11]. 
The number of neighbors K has been chosen to be 13. 

 

Table 4 
Metrics of the k-nearest neighbours model 

Metric Value 
MAE 2.3 

sMAPE 37.4% 
1 - sMAPE 62.6% 

 

The metrics of this model are closer to linear regression and decision tree models, which gives 

grounds to class them as poorly usable. 

3.5. Catboost model 

The catboost model is a gradient boosting algorithm developed by Yandex based on decision trees 

[12]. 

 

Table 5 
Metrics of the catboost model 

Metric Value 
MAE 1.09 

sMAPE 17.7% 
1 - sMAPE 82.3% 

 



This model is of the highest quality of all previously investigated. MAE is only 1.08 oocytes, while 
SMAPE is 17.7%. Thus, we accept catboost as a working model for the following reasons: 

 The lowest error closely approaching the target level. 

 The optimized library allows you to create the fastest implementation of the model for use in 

real practice. 

4. Conclusion 

In order to develop a model for predicting the response of the ovaries to hormonal stimulation in the 
treatment of infertility using assisted reproductive technologies, data from 700 cases of infertility 

treatment with ART have been used, for each of the cases, anonymized and impersonal data regarding 

anamnesis, patient status, ovarian reserve, treatment metrics, and the result of stimulation have been 
collected. The forecasting system has been built using the R 4.0.3 language. Modeling has been carried 

out on the basis of linear regression algorithms, regression trees, random forest, k random neighbours 

method, gradient boosting. 

The predictive model developed on the basis of random forest methods and the “catboost” gradient 
boosting variant predicts the number of mature oocytes with an average error (MAE) of 1.09 of a mature 

oocyte and with an accuracy of 82.3% (sMAPE). 

Predictive modeling can solve the problem of predicting ovarian response in the treatment of 
infertility using ART methods. The most effective for this task is a variant of the gradient boosting 

method “catboost” due to the mechanism of its operation, which consists in constructing a set of 

successively correcting decision trees. 
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