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Abstract
An interesting extension of contemporary BPM tools is the ability to export graphical process models
into natural language and vice versa, i.e. to mine a graphical process model from a description in
natural language. Both transformations are computationally complex Natural Language Processing (NLP)
problems and usually require elaborated algorithms, data structures, and IT resources. This contribution
describes the architecture of a platform providing NLP-based conversion in both directions as a service,
i.e. via a public webservice interface, addressing BPM users or modelers as well as software engineers
aiming to add NLP features to existing BPM tools.
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1. Introduction

Graphical modeling languages allow stakeholders to collectively describe executable business
processes on a conceptual level. However, these models frequently co-exist with informal
process descriptions specified in natural language. This has brought up the question in BPM
research how to transform both representations into each other, i.e. to automatically generate
the textual equivalent of a given graphical model (e.g. discussed in [4, 5]) or to automatically
generate an equivalent graphical model from a given textual description (e.g. suggested in
[3, 7]). Various practical use cases are obvious for this approach:

• Documentation: Automated creation of a textual process descriptions from models (e.g.
for QM requirements)

• Visualization: Automated mining of graphical process models from textual descriptions
(e.g. adding models to a process handbook)

• Comformance: Comparison between “to-be” textual and “as-is” graphical process
descriptions

• Inclusion: Enabling visually impaired individuals to work in BPM teams by providing a
character-based modelling interface
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This contribution is about a resource allowing NLP-based transformations between graphical
models and natural language via a public webservice. Currently supported modeling languages
are PNML (workflow Petri nets) and BPMN. The resource can either be used on a publicly
available shared server or tailored, built, and deployed on own premises.

2. Architecture of NLP as a Service

The general architecture of the resource is shown in figure 1. The two webservice applications
for verbalizing a model into a text (“Process2Text” or short P2T) and for mining a model from a
text (“Text2Process” or short T2P) are deployed in separate docker containers1, providing all
necessary NLP algorithms and data structures (named here “NLP libraries”). The algorithms
of these two components are described in more detail in the following sections 3 and 4 of this
paper.

Figure 1: Architecture of NLPaaS

On the frontend side, users can access the provided NLP functions via a simple website or by
calling the REST API directly on source code level. Both functions accept a string parameter as
input and return a string as output. Examples scenarios for using the service from the client
perspective are shown in section 5. More details on the structure of the webservice API and
how to call the service from other software products can be taken from the additional document
delivered with this publication ([3]).

3. Backend Software of the P2T Webservice

We first have a look at the P2T part of the application, the T2P part will follow in the next section.
The algorithm is mainly based on the original open source software developed belonging to the

1Docker is an open-source container virtualization software (http://www.docker.com)



research performed by Henrik Leopold et. al. [5] and has been adapted and extended over the
years by the authors of this paper. Figure 2 shows the outline of the P2T algorithm.

Figure 2: The Process2Text algorithm (adapted from [4])

The conversion takes a process model as input and starts with extracting the relevant linguistic
information (“Text Planning”), mainly by analyzing labels of tasks and task-related resource
assignments. The tagging and parsing is done with support of the freely available Stanford
CoreNLP toolset 2 and the linguistic database WordNet3. The result is converted to a Refined
Process Structure Tree (RPST), a generic data structure for process graph components as
introduced in [6]. Afterwards various heuristics to restructure and fine-tune the RPST ( “Text
Structuring) are applied, followed by “Sentence Planning” in order to create grammatically
correct sentence structures. The RPST leaves are processed and enriched with semantic
information derived from the control flow of the graph, leading to the construction of a Deep
Syntactic Tree (DSyncT). After the additional refinement of text fragments, a realizer tool is
applied in order to generate a naturally-sounding English text which is finally returned to the
caller. The source code of the service and additional documention can be found on GitHub
under http://github.com/tfreytag/P2T.

4. Backend Software of the T2P Webservice

The opposite direction of the transformation (T2P) is as well based on an existing open source
software product implementing the research published in [3] and [7] and has been enhanced
and adapted. As in the case of P2T, the algorithms make use of third-party open source software
tools and data structures. Figure 3 shows the major steps of the T2P algorithm. As a first
step, the input string is analyzed by the Stanford CoreNLP parser and split up into sentences
and words according to the underlying grammar rules. The subsequent steps make use of
WordNet (see above) and FrameNet4. After this, the semantically relevant elements of the
textual process model (i.e. actors, actions, business objects, resources) can be determined. The
result is written into a data structure “WorldModel” containing all contributing model elements
and their interrelations. Finally, the WorldModel is converted into the preselected native process

2http://nlp.stanford.edu/software/lex-parser.shtml
3http://wordnet.princeton.edu
4http://framenet.icsi.berkeley.edu/fndrupal



model format. The last step is to compute a visual layout for the automatically generated process
graph. This can be either done on server side or on client side. The source code of the service
and additional documention can be found on GitHub under http://github.com/tfreytag/T2P.

Figure 3: The Text2Process Algorithm (taken from [3])

5. Client Software using NLP as a Service

A reference software for using NLP as a Service is WoPeD5, a tool which has already been
presented at previous BPM conferences [1, 2].

Figure 4: Example transformation from process to text (with Petri net from WoPeD)

Figure 4 shows how a graphical model (a loan application) created in WoPeD has been
successfully converted into natural language via the P2T webservice, figure 5 illustrates the
opposite direction (T2P). Additionally, both webservices can be also accessed from a simple web
interface. More details on how to set up and make use of these interfaces is described in the
document provided at [8].

5Workflow Petrinet Designer, http://www.woped.org



Figure 5: Example transformation from text to process (with Petri net from WoPeD)

6. Conclusion and Outlook

The described resource “NLP as a Service” provides a standardized interface to access P2T and
T2P conversion features for BPM tools. Modelers can either export their process model into a
readable text, or create a process model from a given textual description. Various practical as
well as scientific use cases can be identified. An existing reference application is WoPeD [2]. In
the future, further enhancements of both NLP algorithms as well as support for other modelling
languages like e.g. EPCs are planned.
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