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Abstract. Modern cloud-based big data engineering approaches like
machine learning and blockchain enable the collection of learner data
from numerous sources of different modalities (like video feeds, sen-
sor data etc.), allowing multimodal learning analytics (MMLA) and re-
flection on the learning process. In particular, complex psycho-motor
skills like dancing or operating a complex machine are profiting from
MMLA. However, instructors, learners, and other institutional stake-
holders may have issues with the traceability and the transparency of
machine learning processes applied on learning data on the one side,
and with privacy, data protection and security on the other side. We
propose an approach for the acquisition, storage, processing and presen-
tation of multimodal learning analytics data using machine learning and
blockchain as services to reach explainable artificial intelligence (AI) and
certified traceability of learning data processing. Moreover, we facilitate
end-user involvement into to whole development cycle by extending es-
tablished open-source software DevOps processes by participative design
and community-oriented monitoring of MMLA processes. The MILKI-
PSY cloud (MPC) architecture is extending existing MMLA approaches
and Kubernetes based automation of learning analytics infrastructure
deployment from a number of research projects. The MPC will facilitate
further research and development in this field.

Keywords: multimodal learning analytics - explainable AI - cloud in-
frastructuring - machine learning as a service - blockchain as a service -
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1 Introduction

Learning complex psychomotor skills involves coordinating physical movements
according to a predefined reference model. The increasing availability of big
data solutions presents opportunities in education to converge cloud infrastruc-
tures and learning infrastructures. This allows professional communities of prac-
tice of instructors, learners and other institutional stakeholders to create better
collaborative environments for multimodal learning analytics (MMLA). These
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cloud-based environments can be used to enhance collaborative knowledge shar-
ing within and between the communities by sticking to established standards,
by using established open-source software development processes and by build-
ing knowledge repositories. Artificial Intelligence (Al)-based systems are used
to enable efficient analysis of the vast amounts of data that can be collected
while performing learning activities. However, the communities will not accept
Al-based solutions as the data are not secured and the processing is transparent
for all community members by design. To realize this, all community members
should be involved in the design of machine learning [8] and other related pro-
cesses. In the end, it must be explainable to the end users of a system why the
AT arrived at the presented results.

This conceptual paper presents the MILKI-PSY cloud architecture, an ex-
tension of existing MMLA approaches and the results of a number of European
and national research projects for infrastructure building in complex learning
domains.

After the related work section, we present our MILKI-PSY cloud. The papers
then concludes and gives an outlook on further research.

2 Related Work

Machine learning as a service (MLaaS) [10] is an umbrella term for various cloud-
based platforms that cover most infrastructure issues in training Als, such as
data preprocessing, model training, and model evaluation. This approach is very
useful and effective not only for data scientists, data engineers, and other ma-
chine learning professionals, but also for students and researchers who can use
it to train machine learning models while benefiting from the scalability of the
cloud provider. Blockchain as a Service (BaaS) [II] enables enterprises to use
cloud-based solutions to build, host, and use their own blockchain apps, smart
contracts, and functions on blockchain infrastructure developed by a vendor.
BaaS provides access to a blockchain network of a desired configuration with-
out the need to develop, host and deploy an on-premises blockchain and build
in-house expertise on the subject. The distributed ledger of a blockchain can be
used to manage the process of issuing, storing, and releasing students’ academic
certificates, to store and share competencies and learning outcomes that students
have achieved, to assess learning progress [I]. In addition, blockchain technology
can be used to enable easier and more secure transfer of credits between learning
centers. Explainable AT builds a common communication platform between hu-
mans and ATl that helps perform learning analytics and improves the usability of
Al-powered mentoring processes. To this end, machine-learned features should
correlate with human-derived thought constructs and mental models to facili-
tate understanding of the neural network learning process [5]. In this context,
the American Institute of Standards and Technology (NIS’IEI) presented four
principles of comprehensible AT [9]:

! nttps://www.nist.gov/


https://www.nist.gov/

MILKI-PSY Cloud: Multimodal LA through explainable AI and blockchain 3

1. Explanation Al should provide evidence, support, or rationale for each out-
put. This principle does not require that evidence be correct or intelligible;
it merely states that a system is capable of providing an explanation.

2. Meaningful Systems provide explanations that are understandable to the
individual user. A system satisfies this principle if the recipient understands
the system’s explanations and/or they are useful in accomplishing a task.

3. Explanation accuracy The explanation correctly reflects the system’s process
for producing the output. Taken together, the first two principles only require
that a system produce explanations that are understandable to the target
audience, without requiring the explanation to correctly reflect the system’s
process for producing its output. ”Explanation accuracy” requires that a
system’s explanations should be accurate.

4. Knowledge limits The system operates only under the conditions for which it
was designed or when the system achieves sufficient confidence in its output.
The previous principles implicitly assume that a system operates within its
knowledge limits. This principle states that systems identify cases for which
they were not designed or approved, or that their responses are not reliable.
By identifying and declaring knowledge boundaries, this practice safeguards
responses so that judgment is not made when it may be inappropriate.

Due to the lack of end-user engage-
ment concept in DevOps, Koren et al.
introduced the extended DevOpsUse ap-
proach [3] in our research group, which
aims to unify agile practices of develop-
ers, operators, and end-users. The inner-
most circle of the schema (see Fig. [1]) re-

flects the standard DevOps lifecycle as a e Y
basis. To reflect the importance of end- / g, \
user contributions as contributions to So- MON,TOR%%%Z:;«, Y
cietal Software Engineering, an additional 7

\ DEPLOY/

USE ring is added to represent end-user
activities in the different phases of the De-
vOps cycle. To improve usability and un-
derstanding of complex information sys-
tems, such as Al-based cloud solutions,
the involvement of end-users in the design
and Cr.eation process is crucial. In partic.u— Fig. 1: DevOpsUse Cycle [3]
lar, this means that users are not only in-
volved in the elicitation of requirements,
but are also instrumental for beta testing,
providing deployment context, and using the application for their practice. This
in turn provides awareness to issues and is a valuable source for ideas and feed-
back to improve the usability of the designed technology.

Learning analytics [2] is the measurement, collection, analysis, and reporting
of data about learners and their contexts for the purpose of understanding and
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optimizing learning and the environments in which it occurs. Most conventional
learning analytics approaches examine learning processes and contexts from a
single data source (e.g., the logs of an LMS), which provides only a partial view
of learning.

Multimodale Learning Analytics (MMLA) involves complex technical issues
in collecting, merging, and analyzing different types of learning data data from
heterogeneous data sources. Di Mitri et al. [4] proposed a Multimodal Learning
Analytics Pipeline (MMLAP), which provides a generic approach to collecting
and analyzing multimodal data to support learning activities in physical and
digital spaces. The pipeline is structured in five steps, namely: (1) collection
of data, (2) storage of data, (3) data labeling, (4) data processing and (5) data
application. This means that after merging of data streams from different sources
to create a model for the physiological state of the user (1), the multimodal data
is organised for storage and retrieval (2) and labelled to assign meaning and
expert interpretations to the multimodal recordings (3). The "raw” data stream
needs to be aggregated, cleaned, aligned and interpreted to extract relevant
information (4) necessary to give the learner direct and immediate feedback (5).
This architecture serves as a reference model of our system structure.

3 MILKI PSY Cloud: An infrastructure for distributed
multimodal learning data analysis with a focus on
informational self-determination

A cloud infrastructure for distributed multimodal learning data analysis should
be able to collect data from heterogeneous input streams from a variety of
sources, like software solutions and hardware sensors. Additionally to learner
data, a data annotation layer is required to apply expert knowledge, which serves
as a reference model to compare the learner data to. The learning data then needs
to be collected, stored, analyzed and processed to provide insights and under-
standing into the multimodal data stream. The design of Al elements in the
MILKI PSY Cloud (MPC) should not only involve the end-users (DevOpsUse),
but also follow the principles of explainable Al. This understanding can then used
to provide direct feedback to the learners. Additionally, blockchain approaches
can be used to provide secure certification of learner progress. Blockchain ap-
proaches enable data self-sovereignty by allowing individuals to decide who can
access and use their data and personal information. We use OpenlD ConnectEI
for authentication and authorization, which enables modern and secure access
to all services. In the educational context, this allows learners to manage their
credentials without relying on the educational institution as a trusted interme-
diary. This becomes important in particular, when learners are changing their
institutions.

Figure [2] gives an overview of the proposed infrastructure. The central com-
ponent here is the MPC [12], marked with a blue frame in the figure.

2 http://results.learning-layers.eu/infrastructure/oidc/
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The data pipeline, which is based on the Multimodal Learning Analytics
Pipeline by Di Mitri et al. [4], starts with the aggregation and processing of
multimodal sensor data from learners. Thus, the first step is to collect mul-
timodal sensor data from learners (1), by means of body-mounted sensors to
measure various physiological parameters, video feeds to detect a skeletal map
of the learner’s movements, or learning progress from a Learning Management
System (LMS). The resulting data streams are sent from the respective devices
to the cloud. Data collected in this way is loaded into the Apache Kaﬂqﬁ clus-
ter via data brokers for data storage (2), where it is stored in a chronological
sequence. The third step of MMLAP is annotation of data (3), i.e., collecting
expert knowledge and recording a multimodal reference model of motion that
learners can use to orient themselves. These data will be analyzed together with
the raw sensor data. In the next step (4), a distributed machine learning cluster
is tasked with performing Human Erroneous Activity Recognition (HEAR) to
not only recognize what actions the human learner is performing, but also to
track their errors and be able to identify, which body parts performed move-
ment which does not match the reference model. This information can be used
to provide localized feedback to the learner. The collected action-based informa-
tion about the learner’s activity and the errors they made in their movement is
then processed (4) and used via Experience API (xAPI) or the ARLEME| stan-
dard [I3] to the Learning Record Store (LRS). To complete the MMLAP, the
data exploitation step (5) is to send the data to the learner for direct and im-
mediate feedback. Both the sensor data and the LRS information can be used
to analyze the learner activities to compare them with the reference model and
provide targeted feedback to the learner. This can be done using intelligent
tutoring systems, social bots or analytics dashboards. Additionally, blockchain-
backed certificates can be used to facilitate traceability of learning records. The
Kuberneteﬂ platform operated by Research Group for Advanced Community
Information Systems (ACIS) creates a decentralized environment for the devel-
opment, deployment, and monitoring of community-oriented microservices that
include las2peer [7] nodes in a p2p fashion. Part of this cluster are services de-
veloped by the las2peer community to deliver dynamic and adaptive learning
content, providing a socio-technical infrastructure to scale mentoring processes
using distributed artificial intelligence [6].

Within the cloud, we rely on a Kubernetes-based solution. This enables a
modern and scalable infrastructure for decentralized storage of data. Support
for Al-based tools developed by appropriate partners during the course of the
project, can thus also be hosted directly by us in the Kubernetes cloud.

3 https://kafka.apache.org/
4 IEEE 1589-2020 https://standards.ieee.org/standard/1589-2020.html
® https://kubernetes.io/
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4 Conclusions and Outlook

The increasing availability of cloud-based big data solutions facilitates the in-
tegration of learning infrastructures over institutional and national boundaries.
The collaborative exchange of knowledge and the interoperability of the learning
approaches improve the spread of multimodal learning analytics, but also raises
issues of trust into the infrastructures and the complex services that are hosted on
these infrastructures. Learners, instructors and institutional stakeholders need
transparency and traceability of learning records and the further processing of
learning analytics data. In particular, there is an emphasis on self-sovereignty,
which is especially important in the context of storing and processing privacy-
sensitive learner data collected in the course of learning activities. The increased
use of Al algorithms means that machine learning and Al-based services are
becoming part of the infrastructure (MLaaS). Explainable Al is used here as a
communication platform between humans and Al to improve the usability of Al-
assisted mentoring processes and can be used to provide personalized and direct
learning feedback. Blockchain approaches support data protection law compli-
ant and traceable management of learner data, even when learner changes their
learning institutions. Thus, to verify the use of complex AI systems, all stake-
holders are involved in the design of machine learning and blockchains.

In the project context, the Multimodal Learning Analytics Pipeline will be
used to support the development of psychomotor skills with artificial intelligence.
In particular, this will be investigated in two application domains: sports and
complex processes in human-robot interaction. The goal of the MPC is to ac-
quire, store, process, and display real-time multimodal data to promote digital
learning of psychomotor activities such as a human-robot interaction or while
playing sports. In cooperation with project partners, the organizational basis for
the creation of a distributed cloud development and learning platform (MPC
with special involvement of learners and end users (DevOpsUse) will be created
using an agile development process. The use of OpenlD creates an open learning
environment that enables secure and easy access to the provided services. The
multimodal learning data is collected by different sensors and camera and learn-
ing systems via data brokers and processed in the MPC. To create a reference
model, motion profiles are recorded by experts and analyzed in the system. These
are then compared together with the raw sensor data by an Al-based Human
Erroneous Activity Recognition mechanism to detect differences between the
learner’s activities and the targeted learning goal and provide contextual feed-
back. Cloud-, Fog- and Edge-based machine learning models will be compared
with client-side solutions in the future.
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