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Abstract
This paper presents a complete solution for extraction of textual information and tables from PDF with a
text layer. The presented solution consist of two parts: PyTabby is a tool for extracting text and tables
from PDF with a complex background and layout, and Python wrapper module for Docreader tool. The
PyTabby tool extracts text and tables from the low level representation of the PDF format. It enables
employment of the additional information excluded in scanned documents and provides improvement of
quality and performance compared with Optical Character Recognition (OCR) methods. The presented
solution is incorporated into Docreader tool to parse PDF files with a text layer and is used as a part of
the TALISMAN technology for social analytics.
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1. Introduction

In the digital world, web content is the main value. Being useful information that provides
business opportunities, web content is a valuable asset on the Internet. A large number of
such documents and their properties makes them a valuable resource in data science and
business intelligence applications. Usually, electronic documents are not accompanied by the
semantics necessary for machine interpretation of their content as intended by their author.
The information accumulated in them is often unstructured and not standardized. Analysis of
these documents requires their preliminary transformation to a structured representation with
a formal model.

The Ivannikov Institute for System Programming of Russian Academy of Sciences is devel-
oping a social media analysis technology called TALISMAN1. Unlike most existing solutions
for social analytics, the TALISMAN technology was originally aimed at working with large
amounts of data. The most promising open solutions from the stack of Big Data technologies
are employed, such as: Apache Spark, GraphX, MLLib, etc.
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Figure 1: The Docreader scheme of work.

The part of TALISMAN is Docreader2, a universal and open system for bringing documents
to a single format. It automatically extracts the logical structure, tables, and meta-information.
The content of the documents is presented in the form of a tree encoding headers and lists of
various levels of nesting. Docreader can be integrated as a separate component into systems for
analyzing the structure and content of documents.

Docreader can extract logical structure from PDF with and without a text layer. However, for
table detection and recognition, it uses the OCR [1] for two cases.

2. Related research

In the past two decades, several methods and tools for PDF table extraction have been proposed.
Some of them are discussed in the recent surveys [2, 3, 4, 5]. Ramel et al. [6] consider two
techniques for detecting and recognizing tables from documents in an exchange format like PDF.
The first technique is based on the analysis of ruling lines. The second analyzes the arrangement
of text components. Hassan et al. [7] expand these ideas for the PDF table extraction. In the
project TableSeer, Liu et al. [8] propose methods for detecting tables in PDF documents and
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extracting metadata (headers). They use text arrangement, fonts, whitespace, and keywords
(e. g. “Table”, “Figure”). Oro et al. [9] present PDF-TREX, a heuristic method where the PDF
table extraction is realized as building from content elements to tables in a bottom-up way.

Yildiz et al. [10] propose a heuristic method for the PDF table extraction using pdftohtml3 for
generating its input. They also use the pdftohtml tool to prepare their input. However, this tool
occasionally makes mistakes in combining text chunks, which are located too close to each other,
thus the input can be corrupted. Nurminen [11] in his thesis describes comprehensive PDF table
detection and structure recognition algorithms that have demonstrated high recall and precision
on “ICDAR 2013 Table Competition” [12]. Some of them are implemented in Tabula4, a tool for
extracting tabular data from PDF. Rastan et al. [13] consider a framework for the end-to-end
table processing including the task of table structure recognition. Moreover, Rastan et al. [14]
suggest using an ad-hoc document analysis leading to a better table extraction. Their wrapper
is able to detect features such as page columns, bullets, and numbering. Perez-Arriaga et al. [15]
combines layout heuristics with a supervised machine learning method based on k-nearest
neighbors to extract tables from untagged PDF documents. Their system, TAO, promises to
be an efficient, comprehensive and robust solution for both stages: table detection and cell
structure recognition, and it does not depend on fixed patterns or layouts of tables or documents.

3. The proposed method

The process of PDF table and textual information extraction involves the following phases [16]:

1. data preparation, to recover text blocks presented as words and ruling lines from instruc-
tions of a source PDF document;

2. text line and paragraph extraction, to recover text blocks presented as lines and para-
graphs;

3. table detection, to recover a bounding box of each table located on a page;
4. table structure recognition, to recover a cell structure of a detected table.

We propose to use an heuristic-based page layout analysis to recover text blocks such as
paragraphs, titles, footnotes, table cells etc. These additional data allow us to correct some
errors of the presented table detection.

To build text blocks, we use data that are available in untagged PDF documents, including
character positions, fonts, rulings, and cursor traces. Since such documents do not contain
word structures, we propose a simple algorithm for combining adjacent character positions into
words. Moreover, we adapt and extend the existing algorithms of T-Recs systems [17, 18] for
combining neighbor words into text blocks. Originally, T-Recs algorithms were designed for
document images. In contrast to them, our adoption uses additional heuristics based on the
PDF-specific data.

3http://pdftohtml.sourceforge.net
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3.1. Table detection

At this step, we detect only full and partial bordered tables. The main idea is finding table boxes
on the page using ruling lines (vertical and horizontal). This can be done in two ways: based
on the image and on the PDF instruction analysis. Both approaches have their disadvantages.
In the first case, the image of the document contains redundant information, such as text,
pictures, forms, etc. This information makes it difficult to highlight vertical and horizontal
lines in the document image. The PDF format allows separate selection of all the instructions
with which the outline of the table is formed - drawing lines, rectangles, etc. However, PDF
printers often use non-standard approaches to output graphics. For example, the color of the
line can be the same as the background, so that the visual line is invisible. Such a reading can
be automatically processed, but if the color of the line and the background differs only slightly,
it will be impossible to distinguish them, and, hence, their programmatic separation will also be
difficult.

In this work, we use a combined approach. At the first stage, all instructions for outputting
text and graphic information were removed from the PDF document, as shown in Fig 3.1. As a
result, the document consisted only of horizontal and vertical lines. After such processing, an
image was generated from the PDF document page by page. Using the algorithm of connected
components, such an image can be used to detect the contours of the tables.

Figure 2: Original PDF page Figure 3: Cleared PDF page



3.2. Table structure recognition

At this step, we construct rows and columns that constitute an arrangement of cells. The
system provides an algorithm for slicing a table space into rows and columns based on the
analysis of connected text blocks. To generate columns, first, we exclude each multi-column
text block located in more than one column. We assume that a text block is multi-column when
its horizontal projection intersects with the projections of two or more text blocks located in the
same line. Each column is considered as an intersection of horizontal projections of one-column
text blocks. Similarly, rows are constructed from vertical projections of one-row text blocks. At
this step, we also recover empty cells. Some of them can be erroneous, i.e. they are absent in
the source table. The system provides the ad-hoc heuristics to dispose of erroneous empty cells.

4. Conclusion

In this paper, we develop PyTabby, a tool for the PDF table and textual extraction from PDF
documents with a text layer. This extends our previous work for the table structure recogni-
tion [19, 20]. The system exploits a set of customizable ad-hoc heuristics for table detection
and cell structure reconstruction based on features of text and ruling lines presented in PDF
documents. Most of them, such as horizontal and vertical distances, fonts, and rulings, are
well-known and used in the existing methods. Additionally, we propose to exploit the feature
of appearance of text printing instruction in PDF files and positions of a drawing cursor.
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