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Abstract

Nowadays, we are involved in virtual social interactions that create social networks. These networks
can be used to study the behavior of individuals in terms of connections with other people by exploiting
the historically recorded data, i.e., the friends on the Facebook platform. The link prediction (LP) task
accomplishes the prediction of possible new user connections. In particular, inspired by the advances of
the adversarial machine learning approaches in the computer vision domain, we propose an adversarial
perturbation method on matrix factorization-based link prediction models, one of the most popular
classes of LP methods. After verifying the performance deterioration caused by the adversarial model
perturbation in preserving accurate LP performance, we propose an adversarial-based learning approach
to robustify the MF-based method integrating the loss function with an adversarial regularization term.
The proposed approach, named Adversarial Matrix Factorization-based Link Predictor (AMFLP), is tested
on two real-world open-source datasets to prove the efficacy of the adversarial regularization technique
in robustifying the model against the perturbations on the parameters without the deterioration on the
overall link prediction performance.
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1. Introduction

Human beings need to be part of, and connected to, other humans from their family, to friends,
from teammates to school colleagues. Everyone has to be connected to other people giving
rise to subjectively and relatively small social networks that, analyzing their overall extension,
generate a vast network that connects billions of people. In the digital era, many services
are publicly available to give the chance to communicate instantly in every part of the world
regardless of distances. These innovations have led, over the years, to the development of
numerous virtual platforms that allow interaction between people, such as Twitter, Facebook,
and Instagram. All these platforms are commonly named social networks. A social network
can be modeled as a (social) graph, a structure composed of nodes, e.g., people, and links, e.g.,
connections between people. In the simple case, a link is a connection between nodes without
side information— additional information related to the connection like the date two people got
friendship relation in a platform.
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Guessing how people’s behavior and interests can make them decide to connect with new
people are known as the link prediction (LP) task. In the last years, multiple works have
addressed this task via machine learning (ML) approaches [1, 2, 3, 4]. While a deep focus has
been dedicated to improving and proposing models to predict possible new connections in the
best accurate way, the security of these models has raised interest only recently. Adversarial
machine learning (AML), the field of study investigating the security of ML models, attracted
great attention when ML-based computer vision systems used in an autonomous vehicle have
been demonstrated to be easily fooled by perturbing a traffic sign in a human-imperceptible
way [5, 6]. For instance, an ordinary image of a stop sign has been demonstrated to be perturbed
by an adversary such that it will be classified by the vehicle as a different traffic sign making
possible incidents [5]. However, while a recent part of research interest on AML in the social
graph has been dedicated to investigating attack and defense approaches on altering the LP
task by adding or modifying existing nodes and link [7, 8, 9], we found a lack of study on
robustifying the model parameters of MF-based methods.

Inspired by the motivating scenario in recommender system domain [10], whose intuition is
to find the minimal adversarial perturbation on model parameters to break the LP performance,
lays down to the scenario where the easy addition of a new edge in the dataset graph, or
the removal of an existing one, might cause a substantial variation of the model parameters
with a consequent reduction in the reliability of the LP model. A real case example might
be the suggestion of friends on social network platforms that are unlikely to be known from
the users that are getting the friend suggestion, making her feel uncomfortable towards the
platform’s reliability. To investigate the possible existence of the weakness mentioned above,
this work firstly proposes a gradient-based adversarial perturbation method against MF-based
link predictors, i.e., the state-of-the-art model proposed by Equation (1), to test the performance
degradation on the LP task. Then, it presents a novel approach, named Adversarial Matrix
Factorization-based Link Predictor (AMFLP), by adopting an adversarial training approach to
make the model more robust to the previously verified adversarial perturbation.

Our contributions can be summarized as follows:

1. we show that state-of-the-art MF model for the LP task might be adversarial modified
dropping off their accuracy performance,

2. we propose an adversarial training procedure used into AMFLP to robustify a MF model
against the previously defined adversary threat models;

3. we experiment on two real datasets to verify the efficacy of both the adversarial attack
and defense methods on multiple accuracy measures.

2. Related Work

2.1. Link Prediction in Social Networks

A social network is a connections structure made up of social actors and links between them
that can be visualized as a graph, where nodes represent people and edges correspond to interac-
tions/relationships. The link prediction task in a social network scenario aims to predict the



new connection between nodes. State of the art provides two ways to solve this problem [11]:
similarity-based approaches and learning-based approaches. The similarity-based approaches
use different similarity metrics to predict the existence of connections, while learning-based
approach treats the link prediction problem as a binary classification task. We identify two main
techniques to evaluate the similarities across nodes based on either node or topology metrics
about the first category. Node-based metrics work considering that users tend to create rela-
tionships with people who are similar in education, religion, interests, and locations [12, 13, 14].
This insight is exploited for the assignment of a score to a pair of nodes —a high score indicates
a high probability that two nodes will have a link. Topology-based metrics take advantage of
the graph’s topology using, for instance, neighbor-based metrics such as the Jaccard coefficient,
the number of common neighbors, or the Salton-Cosine similarity [15]. On the other hand,
the learning-based approaches solve the problem as a binary classification based. For instance,
Scripps et al. [1] propose a discriminative learning mechanism to determine the most predictive
attributes and topological features automatically. Menon et al. [3] propose one of the most
used mechanisms extending the MF-based method while gathering the support of external side
information. In this work, we investigate the robustness of learning-based approaches with
interest in the widely used Menon et al. [3] proposal.

2.2. Adversarial Machine Learning

There is growing recognition that machine learning models are vulnerable to adversarial samples.
Adversarial machine learning (AML) is the field of study for the security of ML models [16]. AML
techniques aim to develop models or strategies that generate high-quality prediction results
and are robust to malicious third parties, i.e., the adversaries. Adversaries could manipulate
documents [17], images [18, 19], graph-data [20, 21, 22, 23], knowledge graphs [24], training
data [25], and model parameters [10]. In particular, link predictions could be affected by attackers
who adversarially modify observed topology or side information to hide target links. In [26], the
authors study the vulnerability of centrality measures. Zhou et al. [8] experimentally analyze
the robustness of several similarity metrics. Chen et al. [9] proposed an iterative gradient-based
approach to simulate the construction of adversarial graph. Lin et al. [27] focus on evasion
attack (test-time), crafting adversarial examples to deceive graph neural network LP models via
optimized perturbation of the graph topology. While previous works have been focused on the
insertion, or removal, of edges and nodes to alter the LP performance, we focus on analyzing
the robustness of the learned model parameters.

3. Method

This study carries to the production of an adversarial defended MF-based approach, starting
from the assessment of the adversarial risks of the Menon et al. [3] model. Below, we describe
our attack and defense procedures.



3.1. Preliminaries.

The MF model under analysis factorizes the original adjacency matrix built up the historical
node-node connections using also side information related to both the single node and the pair
of nodes. The cost function minimized in Menon’s model is defined as follow
n
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« 0% and O~ are the sets of known present and known absent dyads respectively,

« u; and u; are latent vectors relative to the node i and node j, extracted from the matrix

U € R™/ with n that represents the number of nodes and f the number of latent features;

« AeR™fisa square matrix such that G = L{UAUT), with G is the original adjacency
matrix of the observed graph

« b; and b; are biases extracted from B, a R" vector

« x; and x; are vectors extracted from the matrix X that includes moniadic information for
each node in the graph

+ Vis a squared low rank matrix

« zjis a vector extracted from the matrix Z that contains dyadic information for each pair
of nodes in the graph

« wis a learnable parameters multiplied by the term z; ;.

In the previous equation, L(-) is the link function and I(-) is the loss/objective function.
Following [3] we model

+ L as a sigmoid function:
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« 1 as cross entropy loss function:
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Notice that to refer to the whole system we use Arg instead of Arg(i’j) that is only related to a
generic couple of nodes. Such cost function, that indicates how big is the prediction error, is
the guideline to make the learning of whole LP system. The learning of the model parameters
is executed via stochastic gradient descent (SGD).



3.2. Attack: Gradient-based Adversarial Perturbation

After the definition of the model under attack, here we present the procedure to adversarially per-
turb its learned parameters. Following the study by Xiangnan He et al. [28] for recommendation
task, we express the adversarial perturbation as follows:

A gy = argmax J(Arg®) + A) (5)
with A as a generic noise on model parameters that must satisfy the constrain |A| < €, where
Il - || is the L2 norm and € is the budget magnitude for the maximum perturbation. The optimal
solution for A 44, is difficult to get but it is possible to employ the fast gradient method [5] to

approximate the objective function around A as a linear function. We calculate the adversarial
perturbation as follows

aJ(Argt) + A)

— (6)
oA

In the last expression, the adversarial noise is expressed in function of the parameter I and the

parameter € —the bounds of the perturbation. In the experimental section, we will present the
effectiveness of this attack method on the tested MF-based LP model.

r
Apgy = €— whereT =
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3.3. Defense: Adversarial Training

In the previous subsection, we explained how it is possible, at the inner loop level, to generate
the perturbation A 44, for each couple of nodes i and j, for each epoch. Differently from the
classical learning updates, we must consider a novel objective function that introduced the
adversarial regularization. We define

JaalArg®) = J(ArgtD) + n(Arg®) + Aygy) (7)
as the objective function of the proposed Adversarial Matrix Factorization model for Link
prediction (AMFLP). In Equation 7 the term J (Arg(i’j) + A ag4y) can be seen as a regularization
term where n — the adversarial regularization coefficient— controls its strength.

To learn the adversarial regularized parameters of AMFLP, we introduce the characteristics
of the adversarial training, also known as minimax game [29], that is expressed as

Arg®,A* = argmin max J(Arg)+nJ(Arg +A) (8)
Arg AJA|<e

where the intuition is that, fixing the € budget to perturb the model, the training has to proceed
in two steps; first, it has to build the perturbation that maximizes the loss, then, after having
added it into the model, it has to minimize the loss in this worst-case setting. The proposed
learning algorithm is presented in Algorithm 1.

3.4. AMFLP Gradients

Here, we define the updates of the parameters to optimize the objective function in Equation 7.
Using Equation 3 the whole objective function is

Jaa(Arg®) =~ log o(Arg™) + (1 — Y4 log(1 — o(Arg™)))

» g » . 9)
(Y log o (Arg™ + Aag) + (1= y0P) log(1 — o (Arg™ + A pg,)))



Algorithm 1 AMFLP Training.

Set N : epochs; a: learning rate; e: pert. budget; n: adv. reg. coeff.; K : num. updated
parameters: m nd n are the number starting and ending nodes in the graph (i.e., m = n).
2: for epoch =1,2,..., Ndo
fori=1,2,....,mdo

4: forj=1,2,...,ndo
Calculate prediction: Ar g(i’j )
6: Compute I" and A 44,
Calculate perturbed prediction
8: Calculate prediction’s Sigmoid o(Arg®?)
Calculate perturbed prediction’s Sigmoid G(Arg(i’j) + A agv)
10: Gradients Calculation
fork=1,2,...,Kdo - §
i O  O-a((Arg®) ) Z2E" 4 (o (Arg)+ )y ) 22 sy
end for ‘ ‘
14: end for
end for
16: end for

Notice that the first addend of the function is the same as the original cost function that doesn’t
include the adversarial component. For this reason, and for the linear property of the derivative,
we show the partial derivatives relatively to the second (adversarial) addend. The partial
derivatives on the perturbed model is defined as

aJ(Arg) + Ayg,)
00y

oAr g(i’j) + Aagy
00y

= n(o(Arg™D + Apg) = y*) (10)
where © could be a model parameter (or a perturbation) that will be updated during the
training.

Now is possible to go into more detail and derive the inner adversarial perturbed argument.
In this case, the argument that coincides with the not normalized prediction includes the noise
in the following explicit form:

Arg® ) 4+ A = (ul + AN+ AY) + b + by + (5 + ANV (x; + A%) + w'z (11)

The derivatives to build the adversarial perturbations for the K-perturbed parameters are
measured as shown in Table 1.



Table 1
Derivatives of Equation (10).
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4. Experiment

In this section, we aim to investigate the research questions:

RQ1: What is the effect of the adversarial perturbation strategy described in Section 3.2 on the
accuracy performance of the state-of-the-art MF model for link prediction [3]?

RQ2: Is AMFLP, the MF-based model that integrates the defense strategy proposed in Section 3.3,
more protected against the gradient-based perturbation of the model parameters?

To answer RQ1 and RQ2, first, we present the experimental settings, then, we report and discuss
the experimental results of AMFLP.

4.1. Setup
4.1.1. Datasets.

We test AMFLP on two popular datasets for the link prediction task on social graphs: Conflict
and (an extraction of) Facebook.

The first dataset, Conflict, is a dataset containing information about military disputes between
countries [30] in the period 1990-2000. Following the experimental settings in [3], the directed
graph is converted into an undirected graph with the result that the adjacency matrix (U) is
symmetric. It contains features on both nodes and pairs of nodes (or dyads). Each node has
three features, i.e., population, GDP, and polity, while each dyad has five features, e.g., countries’
geographic distance. These features are anonymized and transformed in numerical values to be
fed into AMFLP.

The second dataset, Facebook, is an anonymized collection of nodes, edges, and other side
information relative to a sub-net of the social network platform. It has been released by Jure
Leskovec and is publicly available '. The data, collected from a survey whose participants
answered in the Facebook application, provide anonymized feature vectors. For instance, where
the original dataset may have contained a feature “political=Democratic Party,” the new data
would contain "political=anonymized feature 1”. Thus, it is possible to use the anonymized
data to determine whether two users have the same political affiliations but not the specific
party. We reduce the number of features to 19 using the ones that have preserved the 70% of

'http://snap.stanford.edu/data/ego-Facebook.html
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Table 2
Statistics of the test datasets

Dataset | Nodes o O~ % Used Features
Conflict 130 320 16580 1:52 3
Facebook 792 28048 | 613240 | 1:22 19

variance using the principal component analysis. For instance, we remove features such as
name, surname, the end date of a job, leaving the essential features such as spoken languages,
hometown, education, attended school, and job position. The removal of 176 features makes
the computation faster because of its square complexity. The statistics of the two datasets are
summarized in Table 2. We split both datasets in training and test set, putting the 90% of links
in the training set and the remaining 10% in the test set.

4.1.2. Evaluation Metrics

Since the link prediction task could be seen as a classification problem, predicting whether
a connection between two nodes exists or not, it is possible to use accuracy measures. In
particular, we compute the Accuracy (Acc), Area under the ROC Curve (AUC), and the Hit Ratio
(HR) at three thresholds, i.e., 3, 7, and 10. Acc calculates how often predictions equal labels.
AUC measures the probability that a randomly chosen missing link s given a higher similarity
score than a randomly chosen pair of unconnected links. Note that AUC, differently from Acc,
does not suffer from the unbalance data distribution problem [3]. HR@k computes the fraction
of test nodes correctly guessed to be connected to one of the top-k predicted links. The Hr is
a recall-based metric that helps to understand if increasing the analyzed cut-off of suggested
nodes; the model can correctly predict a link connection after k attempts.

4.1.3. Reproducibility

We use a grid search with 8-fold cross-validation to train the experimented methods in order to
find the best hyper-parameters on which to investigate the attack and defense performance.
The explored hyper-parameters for both datasets are defined as follow oy : {0.05, 0.01}, ap :
{0.05}, &, : {0.005, 0.0005}, o : {0.05, 0.005}, &, : {0}, 17 : {1.0}, and € : {0.5}, where we set n and €
values following [10] and oy is the learning rate used to update the k-th parameter. We train the
standard MF model for Niterations. However, after N /2 training epochs, we fork the learning
process in two ways. In the first training, we continue the standard training until the N-th
epoch. In the second training, the one related to AMFLP, we perform the adversarial training
procedure for the remaining N /2 epochs using the defense approach described in Section 3.3.
We set N = 1000. After having explored the search space, we report in Section 4.2 the results
measured on the best model with respect to the test set.

4.2. Results and Discussion

Table 3 reports the link prediction performance evaluated on Conflict and Facebook. For
each dataset, we report three Attack settings: No, Random, and Adversarial. The first setting



Table 3
Results of random and adversarial attacks against MF and AMFLP.

Dataset Conflict Facebook

Attack No Random Adversarial No Random Adversarial

Model MF | AMFLP MF | AMFLP MF | AMFLP MF | AMFLP MF | AMFLP MF | AMFLP
Acc 9790 9790 | .9790 9800 | .9670 9740 9555 9555 | .9555 9555 | .0008 9410
AUC .8666 .8666 | .8666 .8666 | .6600 .8420 .7960 .7850 | .7920 .7851 0 .3190

HR@3 .0312 .0625 | .0190 .0210 | .0312 .0312 .0035 .0035 | .0037 .0037 | .0018 .0025

HR@7 .0937 1250 | .0581 .0512 | .0625 .0312 .0110 .0114 | .0122 .0130 | .0074 .0110

HR@10 1250 2812 | .0718 .0756 | .0937 .0625 .0160 .0192 | .0187 .0195 | .0132 .0164

is related to the base model performance without any adversarial (or random) perturbation.
Random attack bounded at € is used as the baseline approach to verify if the adversarial attack
procedure presented in Section 3.2 is not degrading the model performance due to the addition
of random noise. The Adversarial column reports the results on the adversarial perturbations
computed when € = 0.5. Finally, we report also two model: MF and AMFLP. In this section, we
use the name MF to indicate the MF-based model proposed in [3].

4.2.1. Attack: analysis of the performance (RQ1).

Looking at Table 3 it is possible to focus on the three couple of columns, looking that in the
case of Random attack, MF has a slight drop on Acc and AUC metrics. Conversely, analyzing
the Adversarial attacks, we can observe that both metrics reduced much more than in the
random attack setting. For instance, looking at the Conflict dataset, the AUC of MF goes down
by more than 24% with the application of the adversarial perturbation, while it is not getting
performance worsening when using random perturbations. This phenomenon is even more
evident for the Facebook dataset, in which we observe that both Acc and AUC get values close
to 0, making the model completely unreliable. Additionally, it is interesting to observe that the
drop of accuracy performance can also be partially verifiable on the analysis of ranking-based
metrics. Analyzing the result values for the Facebook dataset, we observe that HR@10 is 0.0160
in the no-attack setting on MF, and it is even increased to 0.192 in the random one, while, as
expected, is reduced to 0.0164 with the use of the adversarial approach. At the same time, it can
be observed in the other dataset that Random seems to be more potent in reducing the HR if
compared to Adversarial. The reason is that the HR metric is a ranking-wise metric, while the
adversarial mechanism is a score-based reduction approach that may have reduced the score of
a possible link suggestion but not enough to put it below the top-k list. Indeed, the first two
accuracy measures confirm that the Adversarial approach is the most effective one.

For the previous analysis of the attack performance, we can claim that the gradient-based
adversarial perturbation of model parameters can reduce the accuracy performance of a link
prediction model. Below, we verify the AMFLP performance to understand if we would have
better performance under the same attack under the adversarial training setting.



4.2.2. Defense: analysis of the performance (RQ2).

Having assessed worrying deterioration performance due to adversarial perturbation, here we
test if the use of the adversarial training procedure presented in Section 3.3 and used in AMFLP
would guarantee a minor degradation of performance.

To verify the efficacy of AMFLP is necessary to compare the values of the Adversarial column
for both datasets in Table 3. The accuracy and AUC results for Conflict show that the model
AMEFLP efficiently reduces the effects of the adversarial perturbation on the model parameters.
For instance, the AUC value is 0.8520 for the attack against AMFLP, while 0.6600 for the attack
on the no-defended model. Extending the analysis on the second tested dataset, i.e., Facebook,
it can be observed that the goodness of the proposal defense is consistently confirmed. The
complete worsening of the performance observed on the no-defended scenario is successfully
improved in the defended one. For instance, the complete loss of Acc observed on MF is quite
wholly solved with the Acc value equals to 0.9410 measured on AMFLP. Observing the hit
ratio performance, it can be seen that, similarly to the observations made in Section 4.2.1,
further improvements on the proposed approach might be helpful also to robustify rank-wise
performance. Analyzing the general performance obtained in No attack columns, it can be
claimed that the adversarial regularization of MF applied in AMFLP has not reduced the general
performance of the model. Instead, we can observe that AMFLP might have even improved
the model performance. For instance, HR@7 increases from 0.0937 to 0.1250 in the Conflict
dataset, and from 0.0110 to 0.0114 in the Facebook one.

We can claim that the adversarial training of a matrix factorization model to address the link
prediction task can robustify the model against gradient-based adversarial perturbation while
preserving, or even improving, the high accurate prediction performance.

5. Conclusion

We have investigated the link prediction task, which, for instance, helps people to find new
possible connections, e.g., friends on social networks. Inspired by the adversarial attacks in
computer vision, e.g., an autonomous vehicle can turn left instead of stopping with a human-
imperceptible perturbation of a traffic signal, we have investigated the security of matrix
factorization-based link predictor. Firstly, we have proposed a perturbation technique that
minimally alters the learned model parameters by reducing the accuracy performance in the
link prediction task. Then, after having verified the weakness of MF-based models against the
proposed adversary threat model, we have presented an adversarial training solution employing
the minimax procedure. This procedure has been implemented in the proposed Adversarial
Matrix Factorization-based Link Predictor (AMFLP). The goal is to build the perturbations
that maximize the model loss and minimize the global objective, considering the possible
deterioration caused by the perturbation. To verify the efficacy of the proposed attack and
defense scenarios, we have tested two popular datasets, i.e., Conflict and Facebook, verifying that
the proposed defensive strategy can robustify the model accuracy. Our results also open further
investigation on how to improve even more the robustification performance. Additionally,
we plan to extend this method to deep learning-based link-predictors to verify their possible
weakness and the efficacy of the proposed robustification approach.
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