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Abstract
This paper presents a brief overview of require-
ments for development and evaluation of human
centred explainable systems. We propose three per-
spectives on evaluation models for explainable AI
that include intrinsic measures, dialogic measures
and impact measures. The paper outlines these dif-
ferent perspectives and looks at how the separa-
tion might be used for explanation evaluation bench
marking and integration into design and develop-
ment. We propose several avenues for future work.

1 Explanations
Explanations are foundational to social interaction [Lom-
brozo, 2006], and numerous different approaches to achiev-
ing explainability have been proposed recently [Adadi and
Berrada, 2018; Arrieta et al., 2019; Doran et al., 2017].

Criticisms of current research trends include that “ac-
counts of explanation typically define explanation (the prod-
uct) rather than explaining (the process)” [Edwards et al.,
2019]. Another criticism is that explanations are currently
largely seen as a relatively uniform and definable concept,
and even systems that take user goals with explanation into
account treat it largely on the system side of development [Bi-
ran and Cotton, 2017]. Despite this, a human centred [Ehsan
and Riedl, 2020] perspective on explanation in artificial intel-
ligence is not new [Shortliffe, 1976; Swartout, 1983; Schank,
1986; Leake, 1992, 1995; Mao and Benbasat, 2000]. For ex-
ample, Gregor and Benbasat [1999] point out that different
user groups have different explanation needs.

We have earlier construed contextualised explanations
based on user goals [Sørmo et al., 2005]. This has been
used to integrate explanatory needs in the system design pro-
cess [Roth-Berghofer and Cassens, 2005; Cassens and Kofod-
Petersen, 2007]. However, we have represented explanation
as a static object rather than a dialogic process. This includes
the ability of the technical system to make use of explanations
as well, at least as part of the theoretical model, even if not in
practical applications.

In our understanding, both human and non-human actors
in heterogeneous socio-technical systems (or socio-cognitive,
[Noriega et al., 2015]) can be senders and receivers of expla-
nations [Cassens and Wegener, 2019]. For example, a human

should be able to “explain away” recommendations made by a
diagnostic system in order to enhance the future performance.
While we currently focus on the opposite situation, e.g. an
artificial actor explaining its choice of recommendations to
the human user, frameworks for designing explanation-aware
systems should be able to account for different flows of ex-
planations, at least in principle and by extension.

In order to distinguish this from views that see the machine
as only the explainer, not the explainee, we make use of the
established term explanation awareness [Roth-Berghofer et
al., 2007; Roth-Berghofer and Richter, 2008]. Our working
definition is as follows:

• Internal View: Explanation as part of the reasoning
process itself.

– Example: a recommender system can use domain
knowledge to explain the absence or variation of
feature values, e.g. relations between countries

• External View: giving explanations of the found solu-
tion, its application, or the reasoning process to the other
actors

– Example: the user tells said recommender system
why he chooses an apartment in Norway despite
the system suggesting one in Sweden

Semiotics and philosophy as well as the human and social
sciences provide a rich basis for applications in explainable
AI [Miller, 2018]. There is sufficient empirical and theoreti-
cal evidence that explanations are generated, communicated,
understood and used in ways that are:

• Dialogic, as suggested e.g. by Leake Leake [1995],

• Contextualised, as required by e.g. Fraassen van
Fraassen [1980], comprised of

– Context Awareness (knowing the situation the sys-
tem is in) and

– Context Sensitivity (acting according to such situ-
ation) Kofod-Petersen and Aamodt [2006]; Kofod-
Petersen and Cassens [2011]

• Multimodal, as argued for by e.g. Halliday Halliday
[1978] and being

• Construed by user interest, as noted by e.g. Achinstein
Achinstein [1983].
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Given these foundations, can a semiotic model of explanation
as a form of multi-modal dialogic language behaviour in con-
text be used to generate contextually appropriate explanations
by computational systems? There is an extensive body of re-
search focusing on generating and using explanations in AI.
Currently, what is lacking is:

1. A theory of the dialogic process rather than a monologic
product

2. A cohesive theory of explanation that is:
• contextually appropriate (e.g. fitting people, topic,

mode and place),
• semantically appropriate (e.g. recognised as an ex-

planation)
• lexicogrammatically optimal (best possible multi-

modal realisation)
3. A framework for integrating explanatory capabilities in

the whole software development life-cycle, from re-
quirements elicitation over design and implementation
through to its use

4. A framework for evaluation measures.

We will focus on the last aspect in the remainder of this pa-
per. Research in particular when it comes to measuring the
actual effectiveness and efficiency of explanations given to
users still seems fragmented. We propose to measure explain-
ability along three lines of inquiry. Intrinsic measures deal
with the question of whether the system at hand can gener-
ate explanations at all. Dialogic measures look at whether
the system’s output is seen as an explanation by the users.
Finally, impact measures ask whether the explanation gen-
erated is of any use. These questions should help to elicit
and formalise requirements for explanations as well as find
ways to evaluate solutions that are operationalised sufficiently
to enable making claims of explainability that can be tested
against and to further comparisons between systems and iter-
ations of systems.

Explanations are needed during the whole life cycle of ap-
plications, from initial requirements elicitation over design
and development processes to using the final system. There-
fore, it makes sense to look at frameworks for measuring ef-
ficiency and effectiveness of explanations in the context of
whole development and life cycle management processes.
While quality measurements for explanation could eventu-
ally enable a final system score (for benchmarking purposes
[Zhan et al., 2019]), development is a cycle and it is con-
textual, and the goal is to be able to build “better” systems
through “better” development processes, where explanatory
success is part of success metrics. Given existing require-
ments for transparency, such perspective on evaluating expla-
nations can also be part of a regulatory framework for ethical
AI [Cath, 2018; Coeckelbergh, 2020; Erdélyi and Goldsmith,
2018].

2 Evaluations
Within HCI, a plethora of different instantiations of hu-
man centred development processes exist (e.g. [Beyer
and Holtzblatt, 1997; Carroll, 2000; Cooper et al., 2014;

De Ruyter and Aarts, 2010; Holtzblatt and Beyer, 2016], to
name a few). We should consider principles and methods
for (designing and evaluating) explainability as additions to
existing tool kits, agnostic to their use in established design
processes whenever possible (limited by different ontological
commitments).

Evaluation is central to Human-Computer Interaction, or
rather: evaluations are central since they typically form a cy-
cle and cover a system at various stages. While (formative
and summative) evaluations are a cornerstone for human cen-
tred design, “it is far from being a solved problem” [MacDon-
ald and Atwood, 2013]. We are generally in need for evalu-
ation processes that are suited for emerging types of applica-
tions [Poppe et al., 2007] and for sustainable and responsible
systems development [Remy et al., 2018].

But even if current (usability) evaluation methods [Dumas
and Salzman, 2006] may ultimately fall short in the con-
text of XAI, they can at least inform first iterations of eval-
uation standards. In particular when used in combination
with theories and models from other areas, such as linguistics
[Cassens and Wegener, 2008; Halliday, 1978; Wegener et al.,
2008], psychology [Kaptelinin, 1996], the cognitive sciences
[Keil and Wilson, 2000], or philosophy [Achinstein, 1983;
van Fraassen, 1980].

In this short paper, we cannot explore these contributions
in detail, but we will briefly outline a tripartite model for cap-
turing explanatory effectiveness that includes:

• Intrinsic measures: measures that pertain to the ability
of a system to generate explanations.
Can the system generate explanations?

• Dialogic measures: measures that pertain to interaction
between the system and its users.
Does the system’s output work as an explanation for its
users?

• Impact measures: measures that pertain to the poten-
tial, anticipated or actual impact of explanations.
Is the explanation generated of any use?

We have separated these measures because each of these
three types of measures has different methods for testing and
they cover distinct aspects of what “explanatory success” can
mean. It is only by combining these different perspectives
that we can get a full picture of the explanatory performance
of a system and the explanations that are a part of that sys-
tem. While we can think of more perspectives, it is important
to keep in mind that quality measures have to have a well
defined scope and they need to be, indeed, measurable [Car-
valho et al., 2017]. Furthermore, for them to be able to im-
prove processes in practice, they need to be sufficiently sim-
ple to apply.

2.1 Intrinsic Measures
These measure the ability of the system to generate explana-
tions, both generally for the given context of use, but specifi-
cally the transparency and interpretability of the system itself
or of aspects of the system such as ML models and data used
as well as algorithmic and other design choices.
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If a system or parts of a system are not transparent then it
is unlikely to perform well on either dialogic or impact mea-
sures. We can think of intrinsic measures as a baseline for
explainable AI – it is a necessary, but not sufficient condition.
From a design process perspective, we will need to look at
which components are necessary for explanation generation
[Roth-Berghofer and Cassens, 2005]. Evaluating, we might
explore the structure, modality and semantic characteristics
of the different explanations to ensure that they are optimised
for the situation. There are different specific methods that
might be useful for intrinsic measures.

2.2 Dialogic Measures
Here we look at the question of whether that which has been
generated actually works as an explanation to the user, in vari-
ous conditions, situations and contexts. Under investigation is
the shared semiotic process of explanation generator and ex-
planation consumer. Different methods are going to be useful
for dialogic measures including user studies, reaction studies,
experimental studies and qualitative and quantitative meth-
ods in general. Explanations are inherently dialogic, so we
are always going to want to know who is requesting the ex-
planation, who is providing the explanation and how and why
they are providing it. Tracking the exchange of information
itself is a way to evaluate because it lets us see the reaction to
the explanation.

Trustworthy AI could be an outcome of systems that score
highly on dialogic measures. This does not mean that trust-
worthy systems will score well on impact measures, indeed,
human and non-human agents are quite prepared to trust a
system that may have negative impacts on their wellbeing.
Trust can be engendered through a dialogically well perform-
ing malicious system and this is what makes impact measures
so essential.

2.3 Impact Measures
Impact measures look at whether providing explanations of-
fers benefits over the use of the system itself. These can be
used both on an individual level and for larger systems.

For example, on the individual level, we might consider
an adaptive learning system that offers explanations to fur-
ther the learning goal [Sørmo et al., 2005] a user might have.
While dialogic measures can be used to evaluate whether such
an explanation can function as an explanation to the student,
it would remain unclear whether the explanation did actually
improve learning outcomes.

These measures also look at the impact that the system can
have in the world. How can it impact decisions, diagnoses, le-
gal and access outcomes? The impact measures examine the
potential, anticipated or actual impact of the system and the
ability of the system to explain these repercussions to users
in context. Here the concept of contextual AI is important
because as Ehsan and Riedl argue, ”if we ignore the socially
situated nature of our technical systems, we will only get a
partial and unsatisfying picture” [Ehsan and Riedl, 2020]. A
good model of context is crucial for evaluating explanatory
success [Kofod-Petersen and Cassens, 2007; Wegener et al.,
2008]. Ethical AI would be the outcome of a system that
scores highly on impact measures. We would of course aim

for beneficial and equitable AI, but ethical is at least a good
baseline outcome. Here we might expect to see methods such
as impact studies and hypothetical, scenario and risk mod-
elling. It would be beneficial to know what the anticipated
consequences of the explanation are for everyone involved.

3 Related Work
Mohseni et al. [2018] argue that the interdisciplinary nature
of explainable artificial intelligence (XAI) “poses challenges
for identifying appropriate design and evaluation methodol-
ogy and consolidating knowledge across efforts”. At the same
time, this interdisciplinary approach is essential to the success
of XAI. We view our suggestion as a way to complement, fur-
ther consolidate, and operationalise their classification sys-
tem for different goals in XAI.

Hoffman et al. [2018] propose a process model of explain-
ing and suggest measures that are applicable in the differ-
ent phases of their conceptual model. This compliments our
(more abstract) notions of dialogic and (to a lesser degree)
impact measures, whereas we see our notion of intrinsic mea-
sures as a prerequisite for their model. Both models can be
systematically combined, depending on the need for gran-
ularity and aspects covered. Mueller et al. [2021] present
some helpful higher-level psychological considerations that
can serve as general templates for effective explanations.

Sokol and Flach [2020] introduce fact sheets with an ex-
tensive list of properties for different explanatory methods.
This is complimentary to our approach and could be used to
select methods supporting the measures chosen. A survey by
Carvalho et al. [2019] on interpretability in machine learning
is orthogonal to our model, with their results being useful for
operationalisation of the intrinsic (e.g. their comparison of
different methods) and the dialogic measures (e.g. the notion
of explanation properties).

4 Conclusion
We propose a tripartite perspective on explanation in intelli-
gent systems that aligns with (iterative and contextual) design
and development processes of systems such that there is space
for formative and summative evaluations. While it enables a
final system score (which we propose for benchmarking pur-
poses [Zhan et al., 2019]), development is a cycle and it is
contextual, and the goal is to be able to build “better” sys-
tems, where explanatory success is part of success metrics.

We have previously discussed the potential for Ambient In-
telligence to be useful for creating explainable AI [Cassens
and Wegener, 2019], particularly on the architecture level and
with regard to capabilities subsumed [De Ruyter and Aarts,
2010]. We propose that the core characteristics and general
architecture of ambient intelligent systems make them a good
framework for developing XAI and that AmI systems them-
selves have the potential to become explanatory agents that
can be mediators between humans and other systems. The
concept of mediating explanatory instances has also been ex-
plored in the context of virtual explanatory agents [Weitz et
al., 2020] or as a user-specific “memory” of explanations
[Chaput et al., 2021].
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Development of such mediators, concentrating explanatory
capabilities in specialised agents that are contextually embed-
ded in our surroundings and have the potential for person-
alisation and anticipatory interaction, could greatly benefit
from a cohesive framework for measuring explanatory suc-
cess from different perspectives.
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