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Abstract 
This work discusses the comparison of hidden parameters in data based upon scientific datasets 

on three different topics: scientific text data, medical data and sound recordings. A set of 

problems was underscored, such as big data classification. The work proposes an approach to 

solve these problems; this can be made as follows: the properties of each given dataset are 

observed in feature space of reduced dimensionality and making use of decision boundary 

scaling from smaller dimension to the feature space of an original dimension. The 

representation obtained by using this approach gave a possibility to apply visual analysis of 

data and to obtain an efficient architecture of classifier using hidden properties of the data. 
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1. Introduction 

Being scaled up by the feature space and dataset size, the data becomes more challenging for data 
scientists in order to process and give satisfying results; in particular, it becomes even more challenging 

when one has to scale and modify existing methods for data analysis, data classification and so all. These 

challenges occurred during a set of scientific works dedicated to data classification, in particular in [1,2]. 

This means, in fact, that every dataset needs a specific approach – to create a specific architecture of 
classifier in order to obtain the most plausible parameters and results as well. 

 Thus, in order to fulfill these requirements, the datasets become more detailed as well as the 

optimizing procedures – in order to get the best decision plane for classification. This approach needs 

much more resources than are available to data scientist, which tends to increase the computation costs 
in order to process the data in such way. 

Taking in account the problems in analysis of such type of data, the research tasks are following: 

 to create a few datasets which represent different research topics; 

 to propose a feature representation for each data entry in each dataset; 

 to study feature representation using dimensionality reduction, grouping of features and clustering; 

 to obtain the locations of the biggest density in feature space for each dataset; 

 to conduct tests on different algorithms for data classification on each dataset; 

 to study the presence of hidden features’ clusters in feature space; 

 to assess the classification algorithms’ stability using perturbations in data. 
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2. Getting data and proposed methods 

Let’s discuss the data dimensionality reduction task on three datasets dedicated to scientific texts 

analysis, miohram analysis (muscular contractions) and audible sound recordings’ analysis; each dataset 

has the following specifications: 

 scientific texts – 100 000 data entries and 100 000 features: (TF-IDF) [3]; 

 miohram – 6 thousand data entries and 60 features (time segments); 

 sound recordings had 2 thousand samples and 256 features (spectrogram density of FFT 
representation). 

2.1. Linear systems’ synthesis for data dimensionality reduction and 
structured data recognition 

In order to create a linear system [4, 5] one has to fulfil the requirements to data, such as linear 

independence of each feature one to another. It can be proven that the dataset answer the requirement 

above in case if it has a specific number of features and this quantity is equal to rank of the data matrix, 
and it’s greater or equal to the number of data entries. Thus, making a different number of features it can 

be said that there exists a specific set of features that maximizes the rank taking in account the hidden 

connection in data. As soon as this requirement is fulfilled, the dataset can be normalized by each feature 
span, for instance, making use of first momentum of the feature matrix. The next step in order to obtain 

linearly independent features is to calculate a covariance matrix; it gives a possibility to sort out the 

redundant data, which is in most cases is caused by its own hidden structure. 

Since this process can be repeated many times using specific procedure, it can be described as an 
iterative procedure of sorting of connections in data by their significance taking in account the hidden 

internal structure of the data. In order to compress abundant features, we propose to apply the eigenvalues 

decomposition. The biggest advantage of this approach is a significant feature dimensionality reduction 
and, as a result, – reduction of computational time during each run of optimizing procedure in specific 

classification algorithms discussed below. 

2.2. Clustering and grouping of features 

In order to apply visual analysis we propose to apply methods for grouping of features, that gives us, 
in particular, an ability to visualize the data in 2 dimensional representation. It was made by T-stochastic 

grouping of nearest neighbors [6, 7] which allowed to reduce dimensions of the data to exactly 2 

dimensions. This allowed representing feature vectors for each dataset studied by applying grouping of 

features and applying mean clustering methods [10] in order to aid the visual analysis and use these 
hypotheses in further experiments, discussed below. 

 

2.3. Feature-space representation and hidden features of the data 
 

According to our study on different datasets and types of the data, the data behave differently in 
different cases, depending on scattering of the data and distribution of points in feature-space. For 

instance, if the data has a great variance and representation of different types of classes in data, we 

observe the data representation using grouping of features show us areas of greater density, which can 
be treated as a hidden features, that, respectively, can be treated as classes of the data. In order to prove 

this statement we conducted a series of experiments on different datasets, in particular, in this work – on 

medical, audio/wave data as well as text data, which are presented on Fig.1. 
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a) 

 
b) 

 
c) 

Figure 1: Data representation in feature space of lower dimensionality: scientific texts - 
a) medical data - b), audio/wave data - c) 

 

As implies from the Fig. 1, each type of the data has its own properties, which are, based upon our 

considerations are connected with a number of features in original feature space and, in the same time, 
with a specific number of data entries in each dataset. Thus, the visual grouping of features and forming 

of data clusters in each dataset by its increasing both. 
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Since the data has hidden classes, they can be studied using different methods. For instance, the data 
points, that have big distance between each other can create a hypotheses in feature space of lower 

dimension and translate it to feature space of original or intermediate dimension 

2.4. Data-driven classification of hidden features using mean clustering 

Hidden features, the location of data points in feature space can be used either to propose an initial 
hypothesis to train other algorithms or apply so-called data-driven classification. This implies in 

following: the initial clusters are used as data point’s labels and as a result, data now can be classified 

not by the a priori data labels, but as a posterior analysis, that was conducted using clustering of data 

points by some clustering method, for instance mean clustering [11, 12, 13, 14]. 

Using such labels as labels for classification algorithms, for now it is possible to compare their 

efficiency and most important, whether the features as well as studied algorithms are stable (what will 

be discussed later in this paper). According to series of experiment, various methods were tested:  

 bayesian networks,  

 feedworward neural networks; 

 support vector machine classifiers with linear and radial basis decision function,  

 decision trees, in particular: adaptive and extreme gradient boosting classifiers.  

In most cases the achieved accuracy was in average 85%, depending on the type of the dataset. In 

order to test the repeatability of these results as well as to figure out worst case scenario on particular 

data, we decided to test the algorithm stability using perturbations in data. 

2.5. Testing algorithm stability to feature matrix perturbations 

In order to compare different algorithms, we conducted an additional experiment. This experiment 

was carried out as follows: for each dataset has been applied a specific type of perturbations, that 

translated the feature representation from one feature-space to another, keeping the relative orientation 

of centroids of data in place; it was made by applying a variation autoencoders [8, 9] encoding procedure 
to data of reduced dimension. All this was possible due to autoencoders properties – the datasets are 

keeping integrity, at the same time decreasing the mean square error; thus, it was used to perform such 

task.  

Let’s discuss in details about the architecture used in this experiment. In most cases, the autoencoder 
is used to compress data and because of that it has a bottleneck structure, where hidden layers have 

smaller dimensions than the dimensions of an input data. In contrary, we propose to encode the input 

dimension using the opposite – hidden layer of bigger dimension and the output dimension of the same 
dimension as the original one. Using this approach we can compare side-by-side the representation in 

both cases and also to compare the decision boundary, using means of visual analysis. In order to do so, 

we applied an encoding transformation for each dataset and made a visualization of encoding dimension 
(Fig. 2).  

According to Fig. 2, we can acknowledge, that the encoding dimension decreases variance and bias 

in data and, since, it becomes denser, as well as the mean square error becomes smaller, than in original 

image. Because the autoencoder creates non-affine transformations in order to create new representation 
of data, it is very important to figure out how it affects the algorithm stability, because the visual analysis 

shows that the data is separable. Based upon series of tests on three datasets (Fig. 2) as well as preliminary 

study on datasets of smaller sizes, the classification algorithms shown us different behavior and since – 

different stability to perturbations.  

In most cases the error rate was in average 15 percent for five class classification (92% for the audio 
data; 68% for the text data and 70% for the medical data); the best results were obtained on decision tree 

methods – extreme gradient boost and adaptive boosting. We suppose, that this was caused by very 

narrow decision boundary, and thus it decreased the algorithm stability and overall needed to perform 
more iteration in order to achieve same results. 
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a) 

 
b) 

 
c) 

Figure 2: Feature representation in encoding dimension of an autoencoder: scientific texts - a), 
medical data - b), audio/wave data - c)  

  

The disturbance of the input data will affect the convergence of the classifier learning algorithm. The 
perturbation in the original matrix and the transformation matrix in the feature latent space is the entropy 

value. Entropy can be determined indirectly by the energy reduction of the characteristic mean square 

error vector of the sample matrix. Variational autoencoders minimize the mean quadratic error (MSE) 
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between data elements. MSE is also an expression of data magnitude. Therefore, the value of the variance 
change can be related to the nature of the energy decrease of its source and the self-number of the 

transformation matrix. Therefore, knowing the magnitude of variance change, we can estimate the 

number of vectors responsible for the information part of the data being studied. The advantage of latent 

representation is that it reduces the distance between data classes (and separation bands), which 
ultimately affects the number of iterations of the optimization algorithm and the convergence of the 

classification algorithm. In order to study performance on this data we decided to run an additional 

experiment for multiclass classification 

2.6. Testing algorithm convergence on different number of classes   

Most important feature of a dataset and classification algorithm used on it is ability to achieve certain 

amount of determination of results. It can be made in different ways – using different chunks of the 

data, splitting the dataset to a test and a validation dataset, as well as running multiple iterations of 
splitting of the dataset and running the optimizing procedure. In contrary to this approach, it can be 

proven that in different situations the datasets can be scaled up to achieve a certain level of a confidence 

as well as accuracy and number of errors. Just because the dataset has the upper limit since it is prepared 
– labeled, preprocessed and formed in feature matrix, sometimes it is important to assess the desired 

size of the dataset, using prior knowledge about dataset performance as well as it’s features – number 

of features and data points. 

According to this approach we conducted a series of experiments that were targeting to best and 
worse-case scenario varying the number of classes and testing algorithm performance. We studied the 

overall performance in between 2 and 8 class separation using boosting algorithms. According the test 

runs, we built an approximation curve that gives an assumption about behavior of a particular dataset 

in general. In Fig. 3 we represented the theoretical curves based upon recognition rate on a test dataset. 
Using a visual analysis approach on these accuracy curves one can say that each dataset has an upper 

and a lower limit of accuracy depending on a number of classes and number of data points (which, in 

reality, is lower that our initial assumption). Since, for each given dataset it is possible to calculate an 
approximate value of regression coefficients (Fig.3), we can assume the size of the dataset that uses 

same features and gives similar performance as the dataset used as a standard one. For instance, the 

regression hypothesis of an audio recordings’ dataset (Fig. 3 c)) can be scaled to hypothesis about 
medical data (Fig. 3 b)) which can give an estimate about magnitude and the need of data to get a desired 

accuracy. 

2.7. Engineering of the dataset using data augmentation  

As we said above, according to our hypotheses on test data, it is possible to generate new instances 
of the data in order to increase accuracy and test. In order to do so, we must define an area of data points 

feature space, where are the data points can be present and to generate new points having same 

distribution with slight changes that are focused on balancing of classes. It can be done via different 

techniques which are described in papers [15, 16, 17, 18, 19]. In our case, we decided to test these 
methods in some test data with imbalanced classes and big classification error on one specific class 

(Table  1). At first glance, we ran an AdaBoost classifier on data of reduced dimension with changes 

and, then we ran a classifier on an augmented data, using data over-sampling and generating necessary 
data points. According to our test runs, we got an increase of overall accuracy – either in-sample or out-

of sample (Table 2).  

2.8. Detection of anomalies and distortions in the data  

An important point in conducting experimental tests for classification and clustering of data is to 
assess the feasibility of the necessary procedures on the resulting data set. During data acquisition, 

distortions of individual data elements and, in some cases, perturbations in the group of data points may 

occur in such a way that the overall representation of the data in space of lower dimension will be also 
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distorted by such data elements. That is why before testing the classification algorithms, the 
characteristics of the data themselves were also evaluated, namely the relative location of the hidden 

features of the data elements in the space of reduced dimension (n=2) and the possibility of simultaneous 

visual analysis [20,21].  

 
a)   

 
b)  

 
c)   

Figure 3: Approximation of accuracy curves for a test data for datasets: text data - a);  medical data - 
b); audio recordings c). Bottom axis is for number of classes, left one is for accuracy value 

 

Table 1 
Classification rate on test dataset 

precision  recall  f1-score      support  

Class 1        0.59       1.00 0.74 366 
Class 2 0.98  0.95 0.96 454 
Class 3 
 Class 4 

    accuracy   
macro avg  

 weighted avg   

0.90 
1.00 

 
0.87 
0.87 

0.64 
0.59 

 
0.79 
0.81 

0.75 
0.74 
0.81 
0.80 
0.81 

332 
333 
1485 
1485 
1485 

This can be done in several ways – by calculating standard deviation and mean for each of the data 

classes and determining the appropriate intervals for variance of the elements of each class or using 

special algorithms and procedures that perform it automatically. As an example, the search for data 

elements in the feature space of dimension 2 using linear regression and random sample consensus of 
for three given data sets. [22,23]. In Fig. 4 we show the regressions for each subset of studied data in 
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the representation of T-SNE features, using following resressions: linear regression and random sample 
consensus (RANSAC) as follows. 

Table 2 
Classification rate on augmented dataset 

precision  recall  f1-score      support  

Class 1        0.81       0.97 0.88 1313 
Class 2 0.92  0.96 0.94 1239 
Class 3 
 Class 4 

    accuracy   
macro avg  

 weighted avg   

0.95 
0.98 

 
0.92 
0.91 

0.76 
0.93 

 
0.91 
0.91 

0.85 
0.96 
0.91 
0.91 
0.91 

1274 
1254 
5080 
5080 
5080 

Performing the construction of each regression, we can determine one or more major axes in the 

data (assuming that the available elements in the hidden feature space perform a shift of the centroids 

relative to the origin of data graph). Data elements for a single class or an entire data set (as shown in 
fig. 2) that appear to have a specific distance from the principal axis (or axes) that is more than, for 

example, 3 standard deviations for a given data set, may indicate possible classification problems . 

That is why it is important either to carry out the procedure of retraining data with the rejection of 

distorted elements (if possible and plausible in such conditions), or (if this is not possible) to correct 
data by introducing appropriate distortions that compensate existing distortions in data. In following 

paragraph of the article, we discuss the compensation of distortions in detail. 

2.9. Classification of text samples using binary classification methods 

When classifying data of reduced dimension, it is important to preserve the balance of classes and 
data distribution when conducting binary classification. This is achieved in two ways: by engineering 

data classes by generating additional data samples that have the same distribution as the original data 

set (see section 2.7) or by balancing data samples for each member of the data class under study. In the 

general case, balancing is possible by dividing the class representatives into batches, or by building an 
ensemble of binary classifiers that compare the two data classes with the number of data representatives 

of the compared power.  

On the example of several binary classifiers, this approach was used to classify the t-stochastic 

representation of feature vectors of scientific texts obtained by methods of intellectual data processing 
[24, 25]. To test this approach, three samples of texts on three different topics were formed, which were 

analyzed by the following methods of linear classification: random forests, decision trees, nearest 

neighbors, support vector machines (linear hypothesis), Bayesian classifier, single-layer neural 
network. The learning results of the algorithms are illustrated in Table 3. 

 

Table 3 
Precision, recall, score and support for Bayesian classifier on given datasets 

Dataset 
 

Precision recall f1-score     support 

Emotion    0.94 0.87 0.90 138 

Gesture 0.82 0.94 0.87 163 

NLP 0.95 0.87 0.91 159 

     

accuracy 0.90 0.89 0.89 460 

macro avg 0.90 0.89 0.89 460 

weighted avg 0.90 0.89 0.89 460 
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Based on the experiment, it was shown that the proposed approach gives a stable and reliable results 
with accuracy around 87% based on proposed set of scientific texts. The recognition rate, w.r.t. errors 

of the 1st and 2nd kind (see Fig. 4) can be increased by using decreasing affinity of the texts and using 

additional criterions. For instance taking in account the authors of the text, it can may eliminate biasing 

of the data by these hidden features, so this needs additional research. 

 

 
а) 

 
b) 

 
c) 

Figure 4: Main axes and data points in the vicinity of centroids (inliers) and outside them (outliers) 
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2.10. Evaluation of the effectiveness of binary classification using clustering  

One of the problems existing within binary classification – the presence of data elements that are far 

from the centroids and data axes (see Figure 4), which causes potential problems with decreasing the 

decision boundary and, as a consequence, increasing the number of errors of type I and II. 

In order to evaluate this task, a number of clustering methods were used to indirectly determine data 

labels. Given a certain distance between the centroids in binary clustering, the achievement of the 

desired separation band between data classes, it can be stated (with some restrictions) that clustering 

methods should figure out the positions of data elements from two distinct classes (in clustering of 1 

cluster against 1 another), taking into account the variance of the data. By determining the elements of 

data clusters, we can evaluate error rates in classification such data with certain data classes [26]. 

The initial positions of clusters obtained by clustering methods can be used later for visual analysis 

and for classification using the obtained cluster labels to assess the effectiveness of classification 

methods in the presence of distortions and perturbations in the internal data structure [27, 28]. 

To test this approach, clustering was performed using several clusering methods, such as K-means, 

DBSCAN, CLARANS, DENCLUE, Birch using implementation written on Python language. Using 

this data set and this implementation, the K-means method had best efficiency and execution time. 

Classification algorithms were trained on the obtained cluster locations, namely the support vector 

machines with linear and nonlinear hypothesis, single-layer neural network, Bayesian classifier, 

decision trees and other related methods. As a result of visual analysis of the hypotheses of classifiers 

in comparison with the hypotheses of clustering methods, the efficiency of linear classification methods 

for weakly separarable data classes was evaluated. Based on series of tests, the method of extreme 

gradient boosting gave in overall the best efficiency (about 99%) to time ratio. 

2.11. Testing algorithm decision stability on two-case scenario: noisy vs 

denoised data 

Let consider one possible approach to testing the reliability of our hypotheses, which involves 

introducing perturbations into the initial data set. The difference is that the introduction of perturbations, 

instead of approach discussed above, is performed in a space of original dimension (in this case it differs 

in some cases by several orders of magnitude from the input) and, accordingly, transformed space, 

which is converted by data dimension reduction and then by grouping features. may differ significantly 

in the presence or absence of noise in the initial data. So as the perturbations are affecting the hidden 

space in such manner that they are less visible in the space of lower dimension as well. 

For this purpose, two additional experimental data sets were prepared, based on the sampling of 

myogram samples, but with the implementation of certain transformations. In the first case, a data 

filtering method was used, which cuts off existing noise and data elements by the standard deviation. 

Thus, data fragments that had a significant deviation (anomalies in the data) were discarded, and 

existing fragments in the temporal data were replaced by approximate values. In the second case, a data 

encoder was built that uses a noise-canceling auto encoder to convert data from the original increased-

dimensional space to the reduced-dimensional space and subsequently to the increased-dimensional 

space, which allowed to generate a new data set with partially lost noise information. 

The obtained data sets were compared similarly to the previous stages - namely with the use of 

transformations of data dimension and grouping of features. This allowed to save the settings of 

algorithms – their architecture, hyper parameters and other features as in experiments without the use 

of data noise and ensure comparability of results and, as a consequence, the transformed space of 

reduced dimension in all three cases (using two methods of data noise and without). 
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In order to achieve similar results, the same classification algorithms were applied: the gradient 

boosting algorithms, decision trees algorithms as well as a Bayesian classifier. As a result of the 

experiment, the following was found. The application of the proposed filtering algorithm allowed to 

increase the recognition efficiency for the worst case scenario by 30% and on average by 20% compared 

to the results shown in table 1. This may show that correct usage of data filtering as well as data 

augmentation and engineering is plausible approach to increase overall classification algorithm 

performance without creation of totally new dataset. The use of a deep auto encoder also had its own 

characteristics. In the presence of data without noise, the efficiency of classification decreased, which 

is caused by a change in the value of the variance and, accordingly, a decrease in the distance between 

the data classes. In turn, in the absence of data filtering, the autocoder made it possible to increase the 

efficiency of classification methods in the worst case by 17% and on average by 10%. This allows us 

to conclude that the stability of decision-making directly depends on the quality of pre-processing of 

input data and the potential for retraining of the algorithm (the case of using an auto encoder with data 

filtering methods), which in this case converts useful information. 

3. Conclusion 

In this work we applied classification of data using hidden features of the data and mean clustering 

to build initial hypotheses. These techniques are suitable for visual analysis and most important to build 

hypotheses about the data, that are stable, both in the original dimension and transformed. 

We also suggested an approach to scale the methods on datasets of bigger scale and different origin 

using hidden properties of the data and data augmentation and engineering. 

The deep auto encoder has shown high noise elimination efficiency with and without the application 

of the proposed method of data noise reduction, which indicates the potential possibility of its use to 

indicate the presence of noise and anomalies in the data. 

In further research, we propose to investigate the architecture of the deep auto encoder, which 

simulates the proposed structure of the classification algorithm in order to assess the possibility of further 

improving the efficiency of the classification algorithm. In order to investigate further the deep learning 

methods, we may consider other architectures of neural networks such as convolution, recurrent and 

others. 
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