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Abstract. The amount of information present in Portuguese archives
has been increasing exponentially over the years. At the moment, the
majority of the data is already available to the public in digital format,
however, the records are stored as unstructured text, making its data
processing challenging.
In this way, it is intended to perform a semantic interpretation of these
documents through the identification and classification of Named Enti-
ties. For this purpose, the use of Natural Language Processing tools is
proposed, training Machine Learning algorithms capable of accurately
recognizing entities in this context.
Finally, it is presented a Web platform that implements all the models
trained in this paper, as well as some tools that gave support to the
entity extraction process.
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1 Introduction

At the moment, in Portugal, there are hundreds of archives spread across the
country that keep a diverse universe of archival patrimony in custody. Of these,
it is interesting to highlight three archives, the Arquivo Nacional da Torre do
Tombo, the Arquivo Distrital da cidade de Coimbra and the Arquivo Distrital
da cidade de Braga. These are considered historical archives since they preserve
records of various important events that took place throughout the history of
the country.

Nowadays, most of the records stored in these archives are already available
to the public and can be consulted online via Web portals such as Digitarq
[1] or Archeevo [10]. Despite this, the data provided does not have any kind of
annotations being served as natural text, which can cause di�culty in processing
and analyzing this type of data.

Thus, it is intended to perform entity recognition in these documents, using
Machine Learning(ML) tools, a technique that has been showing excellent results
in Natural Language Processing.

In fact, there are already several ML models optimized to extract entities
from Portuguese documents, however, the models found were trained in di↵er-
ent contexts which means that when applied to archival documents, they reveal
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results below the intended. Thus, in order to enhance the entity extraction ac-
curacy, new ML models were trained.

Finally, after implementing the entity recognition mechanism, a Web plat-
form was developed and deployed in order to make the generated tools available
to the public.

2 Related Work

The study of archive files is something that has been done over the years and
of the available computational power is not something new for professional his-
torians. In fact, there are several tools that have been developed over time that
assist in the archival data processing.

An example of this is the HITEX [13] project, developed by the Arquivo
Distrital de Braga between 1989 and 1991. This project consisted of semantic
model development for the archive historical data, something quite ambitious
for that time. Despite this, during its development, it ended up converging to an
archival transcription support system, which allowed the transcription of natural
text and the annotation by hand of Named Entities enabling the creation of
chronological, toponymic and anthroponomic indexes.

Another problem associated with this type of documents was its structure’s
lack of standardisation. This made it di�cult to share information between the
archival community both nationally and internationally. To promote data inter-
operability, in Portugal, guidelines for the archival description have been created
that describe rules for standardising the archival descriptions [16]. The purpose
of these standards is to create a working tool to be used by the Portuguese
archivist community in creating descriptions of the documentation and its en-
tity producer, thus promoting organisation, consistency and ensuring that the
created descriptions are in accordance with the associated domain’s international
standards. The adoption of these guidelines makes it possible to simplify the re-
search or information exchange process, whether at the national or international
level.

3 NER Tools

In order to extract entities from archival documents, a subfield of Natural Lan-
guage Processing was used, Named Entity Recognition. This subject focuses
on identifying and classifying Named Entities in text documents, in this case,
archival finding aids.

To recognize entities in natural text, one can resort to several mechanisms,
such as the simple use of regular expressions, although, some approaches are con-
sidered more flexible than others [8]. In fact, nowadays this activity is usually
associated with the use of ML tools, which have been showing increasingly accu-
rate results. Initially, Portuguese pre-trained models trained with the HAREM
[5] and SIGARRA [15] datasets were used, however, due to these datasets con-
taining data of a di↵erent nature to the context of this paper, the results obtained
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were below than intended so new training data was generated in order to train
new models from scratch.

In this paper, three distinct examples of NER implementations using ML
statistical models will be presented, such as the use of di↵erent kinds of Neural
Networks and the Maximum Entropy algorithm.

3.1 OpenNLP - Maximum Entropy

The first presented tool to perform NER is Apache OpenNLP [14] which consists
of a machine learning-based toolkit, developed in Java programming language,
that presents a wide range of ML features for NLP, entity recognition being one
of them. To recognize entities in unstructured texts, this tool uses a Maximum
Entropy statistical model which, in short, consists of maximizing the entropy of
a probabilistic distribution subjected to an N number of constraints [11].

The core of this algorithm is to define a set of features that allow the intro-
duction of known information about the problem domain. Then, the function of
Information Entropy is used to maximize the entropy of the models that satisfy
the restrictions imposed by the previously selected features, in order to choose
the model that makes the smallest implicit assumptions possible.

3.2 spaCy - Convolutional Neural Network

Another tool used to experiment the entity recognition potential in this domain
was spaCy [17], an open-source library developed in Python, for advanced natural
language processing.

Again, this tool approaches NER with the use of ML algorithms, this time
with the use of Deep Learning, Convolution Neural Networks(CNN).

In fact, the use of Deep Learning in this area is more and more common due to
the results that this approach has shown. In this case, spaCy uses a transition-
based approach [18], i.e., a system that has a set of actions at its disposal,
for example, associating an entity label with a certain token or not. Thus, the
challenge of this approach is to determine what action to take. For this, a “Deep
Learning framework” is implemented, which helps the system to predict the
action to be taken, in favor of the Named Entities’ correct identification and
classification.

3.3 TensorFlow - BI-LSTM-CRF

The last tool used in this paper was TensorFlow, an open-source library focused
on ML features that allow to develop and train models in a similar way to the
learning method of the human mind. Using this tool, it is intended to create
a system capable of recognizing entities in Portuguese archive texts. For this,
it was necessary to implement tokenizer mechanisms, create a vocabulary and
generate word embeddings from this vocabulary, in order to create and train the
NER statistical model.
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Usually, TensorFlow is associated with the use of Deep Learning, and there
is a kind of Neural Networks that is really good at processing sequential data,
Recurrent Neural Networks (RNN) [6], which makes them the perfect algorithm
for analyzing unstructured text. Despite this, it was previously demonstrated
by the research community that this algorithm alone, lacks important features
when it comes to NER. Thus, an “upgraded” version of it was used, a Bidirec-
tional Long Short Term Memory (BI-LSTM) with a Cross Random Field (CRF)
component on top of it.

In short, an LSTM consists of a Recurrent Neural Network (RNN) to which a
memory component has been added, that allows an RNN to be able to preserve
Long Term Dependencies along its chain [12]. That said an RNN is unidirectional
and, in order to accurately classify a token’s label, the model must take into
account the context of the token’s neighborhood in both directions. Thus, two
LSTMS are used, one responsible for the previous and the other for the future
context creating a BI-LSTM. Finally, on top of this is added a CRF component
that is responsible for encoding the best tagging sequence, boosting the tagging
accuracy [9].

Thus, a BI-LSTM-CRF is generated, the model that obtained state-of-the-art
results on several NLP tasks in 2015 [7].

4 Models’ Results

One of the main objectives of this entity recognition was to optimize the obtained
results on a set of metrics: Precision, Recall and F1-Score. Thus, it is necessary
to train new models so that the environment in which they are trained is as close
as possible to the target context.

In order to train the ML models, it was necessary to create training data
associated with the context of the archives documents. Thus, a set of national
archives corpus was selected in order to begin the process of annotating a repre-
sentative fraction of each one. In total, 6302 sentences were annotated which are
constituted by more than 160000 tokens. As for entities count, 17279 names of
People, 6604 Places, 2980 Dates, 978 Professions or Titles and 843 Organizations
were annotated, making a total of 28684 entities.

After being annotated, each dataset was separated into two parts, with 70%
of each used for training and 30% for model validation. With the validation and
training data ready, the models were trained and then validated. During the
training process, individual optimizations for each tool were performed in order
to obtain the best possible results, for example, defining hyper-parameters. Then
the validation process started and, as can be seen in the Table 1, very satisfactory
results were obtained.

In this case, deep learning was clearly a winner in this NLP subfield. In
fact, OpenNLP achieved lower results than other tools obtaining F1-score val-
ues between 69.80% and 99.71% followed by spaCy which achieved values be-
tween 75.98% and 99.94% and finally Tensorflow with the BI-LSTM-CRF model
achieving values between 78.89% and 100%.
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Corpus Tool Precision(%) Recall(%) F1-Score(%)

IFIP
OpenNLP 89.43 83.60 86.41
spaCy 86.99 88.71 87.84

TensorFlow 92.84 96.85 94.08

Famı́lia Araújo
Azevedo

OpenNLP 81.94 63.67 71.66
spaCy 75.19 76.78 75.98

TensorFlow 78.22 82.47 78.89

Arquivo da
Casa Avelar

OpenNLP 88.84 81.68 85.11
spaCy 87.18 87.18 87.18

TensorFlow 86.83 92.21 87.99

Inquirições
de Genere 1

OpenNLP 99.60 99.53 99.57
spaCy 98.31 96.74 97.52

TensorFlow 100 100 100

Inquirições
de Genere 2

OpenNLP 74.70 65.61 69.80
spaCy 79.96 92.21 87.26

TensorFlow 93.70 98.34 94.82

Paróquia do
Jardim do Mar

OpenNLP 99.71 99.71 99.71
spaCy 99.15 100 99.57

TensorFlow 100 99.60 99.72

Paróquia do
Curral das Freiras

OpenNLP 93.49 99.69 96.49
spaCy 99.98 99.90 99.94

TensorFlow 100 100 100
Table 1. Named Entity Recognition Results.

5 Web Platform

Throughout this project, several tools were generated that allowed to facilitate
and support its development. In order to encourage the investigation of this
area of NLP, applied to archival documents, all the produced material was made
public through the creation of a Web platform.

This platform serves as a portfolio of the project, implementing several pro-
duced mechanisms with the main objective of allowing its users to take advantage
of the ML models generated with the three tools, OpenNLP, spaCy and Tensor-
Flow, enabling the execution of Named Entity Recognition in new unstructured
text documents. The purpose of creating this platform is to make available the
tools created to the community, which contain the following features:

– Enables users to perform Named Entity Recognition with three di↵erent ML
statistical models.

– Enables sorting the results by entity type, alphabetical ordering and repeated
entities filtering.

– Supports the import of text files as input of the NER ML models.
– Export of extracted entities in CSV and JSON file formats.
– Presents results from previous entities recognition so that it is possible to

verify real cases application of each model in several di↵erent datasets.
– All annotated datasets are available for download in BIO format.
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– Presents various dataset formats that are used in this subfield, such as CSV
and BIO providing parses that allow the conversion of datasets between
di↵erent formats.

It is important to mention that all available ML models on this platform
were trained with archival documents, that is, they are expected to be able to
perform in similar contexts. In this way, when using these models to recognize
entities in documents of a di↵erent nature, poor results are expected.

Finally, it is also interesting to mention that, with the use of ML statistical
models in archival fonds, it was possible to perform an entity extraction that
resulted in hundreds of thousands of extracted named entities. This result can
be observed on the platform.

5.1 Implementation

The Web application was designed with micro-services-based architecture and
has two micro-services that correspond to the back end, which was developed
in Node.js, Python and Java, and the front end, implemented in Vue.js and
complemented with the Vuetify framework.

The back end server is responsible for receiving, processing and responding
to HTTP requests. In this way a node.js server complemented by the Express [3]
library , is responsible for managing all API routes and, when necessary, delegates
the data processing to the corresponding tools. This happens for example in
NER requests, which are processed by the ML models of OpenNLP, spaCy and
TensorFlow. In this way, the node.js’s child process [2] library is used in order
to create child processes that execute programs in Java and Python, waiting for
the output of their execution, and then forwarding the response to the client.

On the other hand, the front end was developed with a progressive javascript
framework for creating reactive interfaces, Vue.js. This tool is focused on the
view layer (client-side). It has a small learning curve so it is fairly approach-
able, allowing the creation of a performant and maintainable interface due to its
reusable components mechanism that allows isolating all logic from the views.

Finally, docker images of the application were created for its deployment, so
at the moment, it is hosted on the servers of the Department of Informatics,
University of Minho at [4].

6 Conclusion

As demonstrated in the validation of the ML models, this NER technique reveals
great potential in this context, obtaining F1-score values greater than 80% in
most of the tested corpus. It is also important to note that the algorithms that
take advantage of Deep learning obtained better results. Furthermore, analyzing
the available results on the Web platform, the trained models were able to extract
hundreds of thousands of Named Entities from archival fonds by annotating only
a small fraction of them and use that fraction for training the tools.
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Thus, it is concluded that the use of ML tools to extract entities from archival
documents is a viable approach, and it creates the opportunity to generate dif-
ferent navigation mechanisms and create relations between information records.

7 Future Work

One way to improve the obtained results in entity recognition is to increase the
amount of annotated data. In fact, training models with a larger data set makes
them able to perform in a wider variety of contexts. Another way to improve the
model’s results would be to improve the used technologies. The the Attention
Mechanism [19] has shown innovative results in this NLP sub-field, so it would
be interesting to test this technology in the archive context.

On the other hand, the extracted entities translate into valuable informa-
tion about their corpus. These data can be explored to implement new tools,
for example, Entity Linking mechanisms, enabling navigation between di↵erent
documents through the relationship between entities.

Finally, in order to complement the created Web platform, it would be inter-
esting to use the trained ML models to create a support tool for unstructured
text annotation, taking advantage of Active Learning techniques.
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