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Abstract

In human-agent teams, how one teammate trusts another teammate
should correspond to the latter’s actual trustworthiness, creating what
we would call appropriate mutual trust. Although this sounds obvious,
the notion of appropriate mutual trust for human-agent teamwork lacks
a formal definition. In this article, we propose a formalization which
represents trust as a belief about trustworthiness. Then, we address
mutual trust, and pose that agents can use beliefs about trustworthiness
to represent how they trust their human teammates, as well as to reason
about how their human teammates trust them. This gives us a formal-
ization with nested beliefs about beliefs of trustworthiness. Next, we
highlight that mutual trust should also be appropriate, where we define
appropriate trust in an agent as the trust which corresponds directly to
that agent’s trustworthiness. Finally, we explore how agents can define
their own trustworthiness, using the concepts of ability, benevolence
and integrity. This formalization of appropriate mutual trust can form
the base for developing agents which can promote such trust.

1 Introduction

Artificial agents are becoming more intelligent and able to execute relevant tasks for our daily lives, including
work environments, home assistance, battlefield and crisis response [LSW18]. For some of these tasks, humans
and artificial agents should learn to cooperate, coordinate and collaborate, forming human-agent teams. A
key driver for achieving effective teamwork is mutual trust [SSB05], i.e., teammates should trust each other.
In particular, we consider that appropriate mutual trust is a fundamental property in effective human-agent
teamwork. We take appropriate to mean that a human’s trust in an agent should correspond to that agent’s
trustworthiness, and an agent’s trust in a human should correspond to the human’s trustworthiness. To achieve
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this form of mutual trust, we should develop artificial agents that are able reason about and promote appropriate
mutual trust. To this end, we propose a formalization of the beliefs and concepts involved in appropriate mutual
trust, in the context of human-agent teamwork.

Appropriate trust in teams happens when one teammate’s trust towards another teammate corresponds to
the latter’s actual trustworthiness. When there is appropriate trust, there is no under-trust (leading to under-
reliance) or over-trust (leading to over-compliance), in human-agent teams [LLS20], which minimizes negative
performance outcomes [OSPJ13]. Trust corresponds to how we expect the other to perform a particular action,
whereas trustworthiness is how others will actually perform that action. For example, if an agent x trusts another
agent y to execute a task (e.g., driving a car) which requires skills that y does not have, agent x over-trusted
agent y and the consequences can be negative and even disastrous (e.g., car accident). On the other hand, if agent
x does not trust agent y to execute a task (e.g., driving a car) and agent y is perfectly capable of successfully
executing the task, agent x is under-trusting agent y which can also negatively affect team effectiveness (e.g.,
walking instead). In particular, when x is a human and y is an artificial agent, and trust is not appropriate,
this will lead to disuse or misuse of technology [LSW18]. Thus, a dyadic relationship between a human and an
artificial agent in a human-agent team should be designed in such a way that it supports 1) appropriate trust
from the human towards the agent and 2) appropriate trust of the agent towards the human.

We approach trust from a functional perspective, in which trust is a relational construct between the trustor x,
the trustee y, about a defined (more or less specialized) task (τ), as in [FPVC13]. Particularly, we propose that
trust is one agent’s perception of the trustworthiness of another, meaning that how much x trusts y depends on
how trustworthy (e.g., y’s ability and willingness to drive) x believes y is. This means, x appropriately trusts y
when x’s belief in y’s trustworthiness actually corresponds to y’s trustworthiness. As such, for an artificial agent
to appropriately trust a human, we first need to understand a human’s trustworthiness, and secondly how the
agent’s beliefs about human’s trustworthiness could be formed. Moreover, artificial agents should promote and
elicit appropriate trust in themselves. So if y wants x to trust y more (or less), y has to make x believe y is more
(or less) trustworthy [FDA14] (e.g. by showing off y’s driving skills, or showing third party recommendations,
etc). To do this, agents need to know whether their human teammate’s trust in them corresponds to their
actual (own) trustworthiness. Moreover, this means that agents need to understand how humans form beliefs of
trust, and how the agents assess their own trustworthiness (which is also called a belief in the well-known BDI
architectures [RG95]). The detailed dynamics and formation of these beliefs, see e.g. [BJTT07, HLHV09], is out
of the scope of this paper.

Trust has been vastly explored in the context of human-human interaction, with well-known contributions
such as ABI [MDS95] model, for organizational behaviour. In particular, trust in human teams has been recently
explored in contexts such as virtual teams [BHHH20], sports [HJW19], and university group projects [NPW18].
Furthermore, in Multi-agent Systems (MAS), trust has been used as a security and control mechanism, to protect
agents from not knowing other agents’ code of conduct [SMV13]. Among others, we can find a formalization
for trust and reputation, see e.g. [HLHV09], ways of categorizing agents to explain internal qualities (krypta)
with their observable signs (manifesta) in order to promote trust, see e.g. [FPVC13, BNS13], and, more recently,
models for assessing agent’s trust based on human values, see e.g. [CNGD19, CMP17]. Similarly, trust in
human-agent interaction has been gaining increasing attention, including the dynamics of human’s trust towards
technology, see e.g. [Win18, NWL+20], how agents can assess and promote appropriate trust in humans, see
e.g. [FDA16, ASKL19, GY20, NGP+20], and the role of (appropriate) trust in human-agent teams, see e.g.
[UG20, LLS20, SPG+21, VMP+20].

Essentially, we can find in the literature 1) how humans trust humans, 2) how agents can trust other agents,
3) how humans trust artificial agents, and 4) how artificial agents can calibrate this trust with certain actions.
However, we found literature on trust from the perspective of an agent towards a human to be scarce (we extend
this discussion in Section 3). In particular, there is a research gap in studying 1) how agents can trust humans, 2)
how humans’ and agents’ trustworthiness and trust in each other are related and influence each other, including,
3) how the manipulation of an agent’s own trustworthiness can manipulate a human’s trust in that agent. We
propose that to support studies into these questions, we need to to formalize beliefs about trustworthiness (i.e.
trust), and beliefs about trust (i.e., beliefs of beliefs of trustworthiness) and their dependencies. In this paper, we
discuss why we need nested definition of beliefs to understand trustworthiness and trust of humans and artificial
agents, in the context of human-agent teamwork. We relate these definitions to prior work and make inferences
on how we can actually utilize this. For that, we propose a formalization for:

1. Trust as a belief of trustworthiness;

2



2. Trustworthiness of the human towards an agent;

3. Agent’s belief in human’s trustworthiness towards an agent;

4. Agent’s belief in human’s trust towards an agent;

5. Agent’s trustworthiness calibration (through the agent’s belief in its own trustworthiness) for appropriate
human’s trust.

The main contribution of this paper is a formalization of appropriate mutual trust in human-agent dyadic
relationships for supporting the design of human-agent teams. The remainder of this paper is organized as
follows: Section 2 explores the concept of trust as a belief of (directed) trustworthiness, Section 3 formalizes the
agent’s trust in the human in the context of human-agent teams and, Section 4 explores the belief formation on
human’s trust with the goal of appropriate trust. Finally, we discuss an example in Section 5, limitations and
future work in Section 6, and conclude in Section 7.

2 Trust as a belief of Trustworthiness

Humans rely on trust on a daily basis, every time we need to interact with, delegate to or rely on the intention of
another individual, group or thing [URO13b]. In a dyadic relation between two cognitive agents [CF00] (artificial
or human), trust involves two parties, the trustor and the trustee, and an action (trusted by the trustor to the
trustee) that affects a goal (of the trustor) [CF10]. Trust and trustworthiness are two similar concepts, which
are related, but distinct from each other. While trustworthiness, the characteristic that someone is to be trusted,
is an objective property of the trustee, trust is a subjective attitude of the trustor, which involves the perceived
trustworthiness of the trustee. This implies that the trustor must have a “theory of the mind” of the trustee,
which may include personality, shared values, morality, goodwill, etc [CF00]. Trust is an aspect of relationships
and, as such, can only be viewed in the context of individuals and their relationships [SMD07]. As an example,
let’s imagine that a cognitive agent y (artificial or human) drives well and is trustworthy regarding driving tasks.
For another cognitive agent x to trust agent y for a driving task, agent x has to believe that agent y is trustworthy
for this task. This corresponds to the concept that any changeable notion that an agent has about the world is
a belief that agent has. In this, we follow the Belief-Desire-Intention (BDI) architecture for agent [RG95]. This
being said, we propose that trust of agent x in agent y, T , is a belief of x (trustor), Bx, about y’s (trustee’s)
trustworthiness, T Wy, meaning that:

T (x, y) = Bx(T Wy) (1)

Accordingly, in order to understand trust, we first need to understand trustworthiness, and secondly how
beliefs about trustworthiness are formed. Trustworthiness is a complex concept, and following the literature it
can consist of a set of dimensions that range from the trustee’s competence to its intentions [Gri05]. How an entity
can be considered trustworthy is not a trivial question, and is context-dependent, as well as dependent on the
nature of the trustee [SPG+21, HLHV09]. When considering human trustworthiness in organizational behaviour,
Ability, Benevolence and Integrity (ABI ) model [MDS95] is often employed. Similarly, we can consider the most
consensual dimensions of trust (perceived trustworthiness) in technology as being Performance, Process and
Purpose [LS04], but understanding how these can model trustworthiness itself would require further study. When
talking of artificial agents and societies, for example, we can consider beliefs such as Willingness, Competence
and Dependence to estimate the trustworthiness of another cognitive agent [CF10]. Finally, trustworthiness or
its dimensions can be affected by external factors, which are contextual conditions determining the situation in
which the task is executed [FPVC13], such as environmental configuration, emotional state, workload, etc.

As mentioned previously in this section, trust varies with the person and across relationships. We will
illustrate this using the ABI model of trust [MDS95], which has been widely used to study trustworthiness. The
authors define trust as “the willingness of a party to be vulnerable to the actions of another party based on the
expectation that the other will perform a particular action important to the trustor, irrespective of the ability to
monitor or control that other party”. In this model of trust, trustworthiness is defined as “the extent to which
an actor has the ability to execute relevant tasks, demonstrates integrity, and is benevolent towards fellow team
members” [VMP+20]. Furthermore, in the paper the authors define Ability, Benevolence and Integrity as follows:

1. Ability: Ability is that group of skills, competencies, and characteristics that enable a party to have
influence within some specific domain.
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2. Benevolence: Benevolence is the extent to which a trustee is believed want to do good to the trustor, aside
from an egocentric profit motive. Benevolence suggests that the trustee has some attachment to the trustor.

3. Integrity: The relationship between integrity and trust involves the trustor’s perception that the trustee
adheres to a set of principles that the trustor finds acceptable.

We can see that although Ability depends only on the trustee, both Benevolence and Integrity depend on both
the trustor and the trustee. Even though trustworthiness is a characteristic of a trustee, this characteristic will
differ per trustor. Following, both trust and trustworthiness depend on the two cognitive agents (artificial or
human), trustor and trustee (x and y), that compose the dyadic relationship. Thus, we stipulate that we need
to define the trust of an agent x in agent y as the belief B of agent x regarding the trustworthiness of y with
respect to x, adapting Expression 1 to:

T (x, y) = Bx(T Wy(x)) (2)

3 Artificial agents trusting humans

We view trust as a directional and dyadic relationship, which, within human-agent teams, is composed of either
humans or artificial agents. This adds complexity since artificial agent and human’s beliefs are often constructed
in very different ways, which means beliefs about trustworthiness are so as well. Moreover, estimating the
trustworthiness properties of someone who also thinks and operates differently from you will always be more
challenging. There are contributions on how an artificial agent can detect that a situation requires trust [WA11,
WRH18] and also how an artificial agent can detect whether a human is being trustworthy, based on episodic
memory [VPCC19] and social cues [SW19]. Although we consider this research highly contributory to the field
of artificial agent’s trust towards humans, at this stage it is still preliminary. Making artificial agents able to
detect under which situations they could use trust and when they can trust a human, based on social cues and
memory, is important. However, enabling them to understand human trustworthiness and its dimensions can
lead to another level of human-agent understanding and team effectiveness. For this reason, in this section we
propose a formalization that will enable the agent to reason about the human’s trustworthiness.

As we have mentioned before, in human-agent teaming, it is important that 1) the agent appropriately trusts
the human and 2) the human appropriately trusts the agent, but it is also important that 3) the agent has a belief
about whether the human appropriately trusts the agent, and that 4) the human believes the agent appropriately
trusts the human, and why. In this paper we will focus on the cases 1 and 3, since we are addressing trust from
the agent’s perspective as we can only directly manipulate the artificial agent’s beliefs. Fig. 1 schematizes a
dyadic human-agent relationship, including these four concepts.

Figure 1: Human-Agent dyadic trust.

As an example, let us again consider the task of driving a car. Inspired by [MdS20], let’s imagine a dual-
mode vehicle, which can be driven both by an artificial agent or by a human. The default setting is the human
driving according to the agent’s instructions, but the agent takes over when it recognizes dangerous situations.
Although it may be counter-intuitive, we need the agent to trust the human to drive safely (their joint goal),
while complying to societal ethics, so that it knows when to take over. Both human and artificial agent have their

4



property of trustworthiness (e.g., regarding driving), T Wh and T Wa, respectively. However, when applying this
trustworthiness in a dyadic relationship, this trustee’s property becomes dependent on the trustor, as formalized
in section 2. In this example, we will have the trustworthiness of the agent a, given a human h, T Wa(h), and
the trustworthiness of the human h given an artificial agent a, T Wh(a). In practical terms, this means that
the way the human is going to follow the agent’s instructions, may vary according to the agent that is helping
(e.g., depending on whether the human relies on this particular agent’s knowledge/intelligence). Moreover, we
have the trust of the artificial agent in the human, meaning the agent’s belief on human’s trustworthiness,
T (a, h) = Ba(T Wh(a)) (from Expression 2), and the trust of the human in the agent, which is the human’s belief
on agent’s trustworthiness T (h, a) = Bh(T Wa(h)). The trust of the artificial agent in the human (T (a, h)) is
what the agent believes that the human will do if the agent gives the human a certain instruction.

An agent, to be able to promote and elicit appropriate trust (from the human towards the agent), does not only
need to reason with beliefs about human’s trustworthiness, but also with beliefs about human’s trust (estimating
whether the human trusts the agent). What’s more, we identify that we may also need beliefs about trust when
appropriately estimating human’s trustworthiness. This being said, in the dual-mode vehicle example, can the
agent trust the human to follow an instruction, if the human does not trust that agent? Considering again the
ABI trustworthiness model mentioned in the previous section, we believe that if a trustee trusts a trustor, this
is a sign of their benevolence towards the trustor, which in turn would increase the trustee’s trustworthiness
to that trustor. Thus, in order to trust the human teammate, the agent should estimate the human’s trust
in the agent. In order to estimate Ba(T Wh(a)), we may also need the agent’s belief in human’s trust in the
agent, i.e., Ba(Bh(T Wa(h))). Following the example, for the agent to trust the human to follow an instruction,
the agent needs to believe that the human trusts the agent (e.g., the human relies on this particular agent’s
knowledge/intelligence).

The ultimate goal of the agent is to appropriately trust the human. So, when estimating whether it can trust
its human teammate to follow an instruction, the agent ’s trust in the human should correspond to the actual
human’s trustworthiness (e.g., to what actually the human can and/or wants to do), i.e.,

T (a, h) ≡ Ba(T Wh(a)) ≡ T Wh(a) (3)

which requires that the agent also accurately estimates the human’s trust in the agent, T (h, a) ≡
Ba(Bh(T Wa(h))). The human’s trust in the agent, on the other hand, is the belief of the human in the agent’s
trustworthiness, Bh(T Wa(h)), and should correspond to the agent’s actual trustworthiness (T Wa(h)), i.e.,

T (h, a) ≡ Ba(Bh(T Wa(h))) ≡ Bh(T Wa(h)) ≡ T Wa(h) (4)

Lastly, since the nested concepts presented on Expression 4 are based on T Wa(h), this means that we may be
able to calibrate human’s trust in the agent (T (h, a)), by manipulating T Wa(h) through the accurate belief of
the agent’s own trustworthiness. This means that if the agent is aware of its own trustworthiness, meaning that
if the agent’s belief in agent’s trustworthiness corresponds to actual agent’s trustworthiness, i.e.,

Ba(T Wa(h)) ≡ T Wa(h) (5)

the agent may be able to alter its own trustworthiness (or simply how it lets the human perceive it) and,
consequently, calibrate human’s trust. In our example, the agent might understand that it is not being perceived
as intelligent, and start justify its instructions, possibly leading the human to trust it more. These expressions
are not trivial to achieve since they rely on having a criteria for appropriate level of belief, which is something
difficult both to formalize and measure. However, we believe they show the direction in which these beliefs
should be formed, and what should be kept in mind while designing these systems.

To showcase how we can use this formalization, we can consider ABI trustworthiness model once more. We
consider the trustworthiness of the human to be the weighted sum of their ability, integrity and benevolence
towards a specified task, in a certain environment. Similarly, we consider agent’s trust in the human to be the
weighted sum of the agent’s beliefs in the ability, benevolence and integrity of the human, towards a specified
task (τ), in a certain environment (ε) (both task and environment as in [FPVC13]). The belief in ability (Ab) of
the human takes into account the task τ and environment ε. The belief in human’s benevolence (Ben) however,
besides the task and environment, also takes into account the agent (since it is directed, as seen in Section 2).
Benevolence may also, among other things, implicitly use the belief of the human’s trust in the agent, Ba(T (h, a))
(which, as previously discussed, can be expressed as Ba(Bh(T Wa(h))). Finally, the belief in human’s integrity
(I) depends on the agent, task and environment. Thus,
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Ba(T Wh(a, τ, ε)) = W · [Ba(Abh(τ, ε)) , Ba(Benh(a, τ, ε) , Ba(Ih(a, τ, ε))] (6)

where W is a weight vector.

4 Humans trusting artificial agents

We now shift our focus to understanding how humans trust agents. As mentioned before, it is important that
human’s trust in the artificial agent is appropriate. The challenge is to ensure that humans tune their trust
towards the agent, since we do not have control over the human. However, leveraging on the idea that agents
reflect about their own trustworthiness, we may be able to influence humans to appropriately fine-tune their
trust in them. With the information regarding the agent’s trustworthiness, human teammates can adapt to the
qualities and limitations of the agent and, consequently, adjust the utilization of the agent accordingly. Without
this knowledge, however, it would prove difficult to coordinate within a task-environment given an unpredictable
agent teammate. For example, let us again consider the task of driving a car. Considering that the agent reflects
about its own trustworthiness regarding its ability and willingness to drive the vehicle, the agent may then
influence the human teammate to adapt to the agent’s strengths and weaknesses (fine-tuning human’s trust in
the agent).

4.1 Understanding appropriate trust

We posit that how trustworthy an agent is for a human and how a human trusts the agent (human’s belief
in agent’s trustworthiness) should be similar to get appropriate trust. If the belief of an agent in their own
trustworthiness towards human is different from their belief of human’s trustworthiness towards them then we
come closer to under-trust T (a, h) ↓ or over-trust T (a, h) ↑ i.e.

Ba(T Wa(h)) > Ba(T Wh(a))→ T (a, h) ↑ (7)

Ba(T Wa(h)) < Ba(T Wh(a))→ T (a, h) ↓ (8)

Therefore, to avoid such situations, the agent’s belief in their own trustworthiness should match with their belief
about the belief of human’s trustworthiness in them. This will result in eliciting appropriate trust in a human
from an agent perspective. Next, we turn to understanding how to develop appropriate trust. Researchers
have defined appropriate trust in an artificial agent in different forms. A common outline of many definitions is
related to the capability or ability of an agent. Here, appropriate trust is the alignment between the perceived
and actual performance of the agent by the human in terms of the agent’s abilities [YHSA20, MS06]. Much
of previous research has looked at ‘ability’ as the core factor of estimating trust [YHSA20, EJS17, HBAD18] -
i.e. focusing upon the engineering aspect of trust. However, as seen before, we propose to view trustworthiness
as more than just ability. Our interpretation of trustworthiness can be enhanced when we not only focus upon
agent capabilities but also on understanding integrity and benevolence which are often overlooked.

We would like to contrast our notions with the research that merely “promotes trust”. We use the definition
for developing appropriate trust from Hoffman et al.: “A thorough understanding of both the psychological and
engineering aspects of trust is necessary to develop an appropriate trust model” [Hof17]. We identify a gap in
the literature which focuses upon modelling integrity and benevolence of an artificial agent towards a human
[URO13a]. In the following section 4.1.2, we propose a first attempt on how integrity can be modelled and in
section 4.1.3 we refer our readers to one and only existing model for computational benevolence [URO13a] as
per our knowledge i.e. - focusing upon psychological aspects of trust.

4.1.1 Ab - Ability

We can infer an agent’s ability from the aggregation of all functionalities and capabilities it has. Understanding
the agent’s capabilities embedded by the developer can help both the agent and the human understand whether
an agent has very low ability or very high ability. For this purpose, several existing trust-related functionality
aggregators which focus on the system capabilities may be used, such as the ones described in [BJTT07, URO09,
CLS+18]. In these functionality aggregators the trust is based on the task success, number of errors, skills and
knowledge to accomplish a task. For example, competence beliefs about an agent [CF10], automation capability
[KBDJ18] and agent’s core functionality [IA19] are prominent inclusions for functionality aggregators. Therefore,
in this paper we propose to rely on such existing aggregators to understand an agent’s ability in terms of how it
can form belief about its own trustworthiness.
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4.1.2 Ben - Benevolence

Mayer et al. proposed that the effect of integrity on trust will be most salient early in the relationship prior to
the development of meaningful benevolence [MDS95]. Therefore, we believe it is firstly important to understand
how integrity can be understood and modeled as effect of perceived benevolence on trust will increase over time
as the relationship between the parties develops. Moreover, as benevolence is about interpersonal relationships,
it might not develop in agent-human relationships in the way it does for human-human ones. There are a number
of steps taken in the social science research community to understand benevolence [LLS07, JAK+18]. However,
we could only find one example of modelling benevolence in computer science community by Urbano et al. who
classify benevolence as a Social Tuner in Human-AI interaction [URO13a]. According to them, Social Tuner
measures the trustee’s specific attachment toward the truster. This attachment is captured by the coefficient of
benevolent actions. They estimate the value of the benevolence of the trustee toward the truster, benx,y, from
the coefficient of benevolent actions. The coefficient of benevolent actions ρba ∈ [0, 1] measures the trend of
contingencies presented by the trustee to the truster in the past.

benx,y =
1

2
ρba +

1

2

cumV alAgreem

n
(9)

where ρba is the result of the correlation between the number of agreements established between truster and
trustee in the past and cumulative value of past agreements (cumV alAgreem). It is worth noting that the
estimation of benevolence is only possible when there are, at least, two past interactions between the truster
and the trustee under evaluation. The manner in which [URO13b] studies benevolence can also fit in our
formalism focusing upon beliefs which forms specific relationship between trustee and trustor. Also, the value
of benevolence must be updated at every new trustworthiness estimation, as benevolence may evolve due to the
mutual (dis)satisfaction of the trustee with the relationship, which may change with time and context.

4.1.3 I - Integrity

We assume that an agent’s integrity for a specific task is its integrity towards a human in accomplishing
that specific task. We define integrity as the similarity of the human and agent values1, meaning, having
similar priorities over those values (which can be related to the actual definition of integrity focusing upon
principles). In this section, we propose a basis for formally defining how integrity beliefs are formed. In particu-
lar, we derive two cases where an agent either possesses information regarding the values of the other or does not.

Case 1 We start by defining this relationship in the case where an agent has some belief about the values of
the human. We state that the belief an agent a has about the integrity of a human h directly follows from the
how similar agent a beliefs the priority ranking of their values to be to that of h:

if {Bsima (Ba(priorityh(Vh)), prioritya(Va))} ↑ then {Ba(Ia(h))} ↑ (10)

if {Bsima (Ba(priorityh(Vh)), prioritya(Va))} ↓ then {Ba(Ia(h))} ↓ (11)

where Bsima (X,Y ) represents the belief of a about the similarity of X and Y , Va is the value set of a, prioritya(V )
represents a priority ranking of agent a over this value set, and therefore Ba(priorityh(Vh)) is a’s belief about
h’s value and priority thereof. In other words, integrity beliefs of a about h are formed by a comparing their
belief about h with what they know about themselves. We stipulate that if the belief about the similarity is
higher, so will the belief in the integrity and vice-versa.

Case 2: In general it is important for an agent to rely on knowledge about human values. However, a
situation could arise in which an agent has no information regarding a certain human teammate. In such a
case we focus on the integrity reputation of the agent as per [ZBLA14]. We state that the integrity reputation
of an cognitive agent (artificial or human) a0 according to an artificial agent a, IRa(a0), is the average sum
of beliefs about a0’s integrity that are communicated (CBa) by other autonomous agents (a′, a′′, ...) to a. The
equation 12 represents the communicated beliefs of a0 according to a as sum of the communicated beliefs by other
autonomous agents. Finally, the equation 13 represents the average sum of those beliefs forming the integrity

1Values are abstract motivations that justify opinions and actions, and are intrinsically linked to moral judgement [Sch12].
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reputation of a0 according to a.

CBa(a0, {a′, a′′...}) =

an∑
i=a′

Ba′(Ia′(a0)), Ba′′(Ia′′(a0))...Ban(Ian(a0)) (12)

IRa(a0) =
CBa

n
(13)

5 Discussion

In this paper, we present a formalization of mutual appropriate trust. Our formalization allows us to structure the
beliefs on trust and their dependencies in a human-agent dyadic relationship. This is crucial for understanding
how we can promote appropriate mutual trust in human-agent teams. In this section, we will discuss the
contribution of our formalization in the context of the previously presented dual-mode vehicle example (as in
[MdS20]), which can both be driven autonomously by an artificial agent or by a human. We imagine that the
default setting is the human driving according to the agent’s instructions, but that the agent takes over when
it recognizes dangerous situations. The human and the agent share the main goal of taking the human to their
destination in a safe and pleasant way, while complying with societal ethics. As such, both the human and the
vehicle have their set of values (e.g. their set of priorities when facing a hazardous scenario).

Agent’s trust in the human

Using our formalization, we know trust is a directed belief on trustworthiness. That is, for an agent to trust
a human, T (a, h), to drive a vehicle safely and/or follow the agent’s instructions, we first need to understand
human’s trustworthiness, T Wh(a), (e.g., whether the human can and will drive it safely in that environment,
whether the human will follow a certain instruction). We then need to know how the beliefs of the agent
Ba(T Wh(a)) are being formed, e.g., whether they are estimating ability (e.g., based on how the human is
speeding, braking, keeping distance from other vehicles, etc), willingness (e.g., based on how many times the
human ignores an instruction after seeing it on the panel, gets distracted, etc) or, perhaps, relying on other
sources of information, such as reputation (e.g., reported accidents, whether the human followed other agents’
instructions, etc). The agent’s belief in human’s trustworthiness should ideally correspond to the human’s actual
trustworthiness, i.e. Ba(Bh(T Wa(h))) ≡ Bh(T Wa(h)), meaning the agent appropriately trusts the human.

Human’s trust in the agent

It is also important that the agent is able to estimate a human’s trust towards the agent itself, T (h, a), both when
estimating human’s trustworthiness (e.g. knowing whether the human will trust and follow agent’s instructions
may facilitate the prediction of human’s actions), and for appropriate trust elicitation (e.g. if the agent detects
the human is not trusting agent’s actions, it can alter its behaviour). As such, we need to understand how
a human trusts an agent and how a belief about this trust is formed, i.e. Ba(Bh(T Wa(h))). In this paper
we propose that trustworthiness, as well as trust, are directed, and illustrate this using the ABI model. This
provided us a tool to model human’s trust from both engineering lens, Ability (e.g. capability of driving the
vehicle and following the instructions), and psychological lens, Benevolence & Integrity, which depends on the
agent too (e.g. complying with agent’s instruction upon hazardous scenarios). In particular, we define integrity
as the similarity between human’s and agent’s values. This means that by knowing humans’ values (e.g. helping
others is a priority), the agent can estimate human’s trust in itself according to their value similarity (e.g. the
human may trust it more if the agent stops when it detects an accident, calls emergency services, and asks human
to check on the possible victims). The agent’s belief in the human’s trust towards the agent should correspond
to the human’s actual trust in the agent, i.e. Ba(Bh(T Wa(h))) ≡ T (h, a).

Appropriate trust elicitation through nested beliefs

The inverse estimate of human trust (i.e. from an agent towards a human) allows an agent to form a belief in its
own performance of the driving task/giving instructions, and use that information to estimate the correspond-
ing influence of its trustworthiness (i.e., increasing, decreasing, constant) [JFC+18]. Following the example of
integrity from the previous paragraph, by knowing humans’ values (e.g. helping others is a priority), the agent
could for instance adjust its values accordingly and possibly increase its trustworthiness (e.g. stopping when it
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detects an accident and calling emergency services). Consequently, if the human’s trust in the agent increases,
the agent’s trust in the human may increase too (e.g. the agent now knows the human will follow the instructions
that comply with human’s values). For this, agent’s belief on its own trustworthiness should correspond to its
actual trustworthiness, i.e. Ba(T Wa(h)) ≡ T Wa(h). By guaranteeing both human’s and agent’s appropriate
trust, i.e. their mutual trust corresponds to their mutual trustworthiness, we have appropriate mutual trust.
The understanding that these definitions are nested and that they depend on each other, provides support for
the design of human-agent interaction.

6 Limitations & Future Work

To appreciate the contribution of this work, we also need to understand its limitations. In our definitions for
trustworthiness and trust in agents or humans, we rely on the belief of one in another. However, we explicitly
do not focus on how those beliefs are generated and how we can evaluate them. Although these are crucial for
achieving mutual appropriate trust, we argue that we can only start to generate and evaluate beliefs once we
understand what they are about. This work takes this first crucial step. Moreover, we note that according to many
models, including the trust model by Rahman & Hailes [ARH00], trust beliefs will involve beliefs of risk, utility
and motivations along with trustworthiness. This means that a study into how beliefs about trustworthiness are
formed should also take these aspects into account. Finally, it is worthwhile quoting Nilsson [Nil14], who warns
researchers about “belief traps” i.e. holding onto beliefs that wouldn’t survive critical evaluation. Nilsson states
it is important to expose beliefs to the reasoned criticism of others. Yet, we do not explicitly incorporate other
agents criticism for the formation of beliefs regarding trust or trustworthiness. However, we believe this can be
formally extended in future work when, for example, agent a1 is forming the belief regarding human h1’s trust
in itself, a1 can take into account another agent’s criticism (if this other agent has interacted with h1 before).

Additionally, in section 3, expressions 3, 4 and 5 express the ultimate goal of this proposition of formalization.
That is, according to expression 3, how the agent’s trust in a human should ultimately be equivalent to the
actual human’s trustworthiness. Similarly, according to Expression 4, how agent’s belief on human’s trust
should be ultimately equivalent to 1) human’s trust and 2) to agent’s trustworthiness towards the human.
Finally, Expression 5 suggests that the agent’s belief in its own trustworthiness should correspond to its actual
trustworthiness. We do not offer a thorough evaluation of these expressions at this point. However, we feel
that the concept of nested beliefs is already a relevant contribution since it helps us to understand what needs
to be taken into account when designing a system dependent on appropriate mutual trust. Going forward, we
aim to refine the formalization and implement a method to evaluate it. In particular, we would like to conduct
user studies to evaluate our notions regarding beliefs of beliefs in an experimental setting. This can both help
us understand how trust beliefs are formed in humans, and how agents can appropriately use these beliefs to
actually improve teamwork. Another interesting direction for future research would be to study if the trust of a
human h in an agent a1 is affected by the trust of h in an agent a2 or the trust of a1 in a2.

7 Conclusion

In this paper we presented a formalization of appropriate mutual trust in a dyadic human-agent relationship
in the context of teamwork. We discussed how forming beliefs in both trust and trustworthiness (of human
teammates and agent’s own) is crucial for any agent in a human-agent team. Particularly, we formalized trust
as a belief of directed mutual trustworthiness. This belief should correspond to the actual trustworthiness,
supporting appropriate mutual trust. We looked at the specific beliefs in trust and trustworthiness that affect
1) agent’s appropriate trust in a human teammate and 2) human’s appropriate trust in an agent teammate,
how these beliefs are nested, and illustrated these beliefs with the ABI model. All in all, if an agent is able to
reason about trust, trustworthiness, and their formation, it will also be able to use appropriate trust to make
better choices of actions, such as task delegation and risk mitigation. Moreover, the agent can also calibrate its
own trustworthiness to elicit human’s appropriate trust, leading to a proper use of technology, more effective
teamwork, and more safety for the human teammates.
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