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Abstract. In banking industry, customer churn prediction plays impor-
tant role in business success due to the fact that the cost of attracting
new customers is much more than that of retaining ones. Several Ma-
chine Learning (ML) models are being employed to make predictions in
customer churn and achieve excellent performance. However, the prob-
lem with these models is a lack of transparency and interpretability. The
goal of this work is developing explanations for customer churn predic-
tion model using Shapley Additive exPlanations (SHAP) method.
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1 Introduction

Customer churn also known as customer attrition, customer turnover, or cus-
tomer defection, is defined as the propensity of customers to cease doing business
with a company in a given time period [8]. It has become a significant problem
and is one of the biggest challenges that many companies worldwide are facing.
Customer churn introduces not only some loss in income but also other negative
effects on the operations of companies[8]. According to [20], attrition rates in
the banking industry hover around 15%, and the annual churn rates on new
customers are roughly in the 20-25% range during the first year.

Churn management is the concept of identifying those customers who are
intending to move their custom to a competing service provider[7]. Risselada
stated that churn management is becoming part of customer relationship man-
agement [17]. It is important for companies to consider it as they try to establish
long-term relationships with customers and maximize the value of their customer
base.

Recent studies in predicting customer churn has investigated a wide range
of algorithms. They are often evaluated on their predictive performance or their
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ability to discriminate between churners and non-churners. The performance of
these machine learning models is remarkable but it is not the only aspect that is
utmost importance. For customer churn prediction, understanding of the model
and its outputs is important as well. It helps to target incentives to customers
who have a high risk of churning to induce them to stay.

eXplainable AT (XAI) provides a suite of ML techniques that produce more
explainable models [2]. Several studies have been proposed to explain models in
banking industry such as explaining the outputs of credit card fraud detection,
interpreting credit scoring models or giving explanations for underwriting loan
system[14,21,18]. However, there have been not of focus on explaining customer
churn prediction models.

This work focuses on explanations with a state-of-art method, namely Shap-
ley Additive exPlanations (SHAP) to explain customer churn prediction by sev-
eral ML models.

2 Related works

In financial service field, customer churn prediction has been extensively re-
searched using different machine learning algorithms, particularly in banking
industry. Decision trees and logistics regression are widely used because of their
good predictive performance and robust results[12,15,9]. Also K-means, Sup-
port Vector Machine (SVM), Artificial Neural Network (ANN) have been proven
to give excellent predictive performance[13,?]. Some advanced tree-based algo-
rithms have been tested on electronic customer data[22] and hybrid methodolo-
gies combining logistics regression and decision trees has been applied to solve
the problem|[3,6]. Researchers also attempted to develop dynamic approach to
optimizing customer churn prediction model by using time-series predictors, mul-
tiple time periods, and rare event detection[10].

XAI has been applied in several fields such as healthcare, medical, and
finance[19]. This is mainly based on the improvement of the overall feature im-
portance [1], Shapley Additive exPlanations (SHAP) value and other methods
such as LIME[2]. In banking industry, SHAP and LIME method has been ap-
plied successfully to interrupt fraud detection model [14]. In [21], researchers
use SHAP to provide global and local interpretation of the credit scoring model
predictions to formulate a human-comprehensive approach to understanding the
decision-maker. XAI has also applied to give details for the outputs of automat-
ing loan underwriting system [18]. However, so far there have not been of focus
on explainability of ML models that provide predictions of customer churn.

In this work, we explore explanations of customer churn prediction models
with SHAP method.

3 Methodology

In this work, explanations of customer churn prediction models are performed
in three steps. As illustrated in Figure 1 the data is first preprocessed and then
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classified by several machine learning algorithms. Finally, the ML models are
explained by SHAP method.
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Fig. 1: Pipeline of explaining customer churn prediction models.

3.1 Data pre-processing

Firstly, the data is cleaned by dropping irrelevant columns, handling any special
values in the credit card customer dataset, converting text variables to numeric
values, removing outliers, converting categorical values. Finally, the dataset is
split with 70:30 ratios for training set and testing set.

3.2 Classification

After preprocessing data, most commonly used classification techniques are im-
plemented to build customer churn prediction models. The implemented ML
algorithms include Logistics Regression (LR), Gradient Boosting(GB), Random
Forest(RF), and Naive Bayes. We also compare these models in term of their
performance.

3.3 Explainable AI

The main goal of this work is to enhance customer churn prediction models
by applying model-agnostic techniques. Model-agnostic methods are techniques
of explainable artificial intelligence that can be used on any machine learning
models and are applied after the model has been trained [2].They usually work
by analyzing feature input and output pairs[16].

Explanations can be divided into two types: global explainability or local
explainability. The distinction between them is in terms of scope. While global
explainability focuses on how the model works from a global view point, local
explainability targets specific predictions from the machine learning model [2].

Several methods as widely used to interpret ML models: feature imputation
importance for ranking features that contribute to a model’s decision, Local
Interpretable Model-agnostic Explanations (LIME) which focuses on training
local surrogate models to explain individual predictions [11], and Shapley Ad-
ditive exPlanations (SHAP) that is a game theoretic approach to explain the
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output of any machine learning model[19]. SHAP method aims to explain the
prediction of a specific instance by computing the contribution of each feature
to the prediction [11]. SHAP can be also used to make global explanations using
the combination or average across all local instances.

In this work, we use SHAP method with KernelSHAP library because it
provides both global and local explanations and can be applied for all ML models.

4 Evaluation

4.1 Dataset
The credit card customer dataset used in this work was collected from Kaggle [5].

The original dataset has roughly 10000 customer records. Each record contains
21 features as described in Table 1.

Table 1: Data features

Feature Description

CLIENTNUM Unique identifier for the customer holding the account

Attrition_Flag If the account is closed then 1 else 0

Customer_Age Customer’s Age in Years

Gender M=Male, F=Female

Dependent_count Number of dependents

Education_Level Educational qualification of the account holder

Marital_Status Married, Single, Divorced, Unknown

Income_Category Annual income category of the account holder

Card_Category Type of Card (Blue, Silver, Gold, Platinum)

Months_on_book Period of relationship with bank

Total_Relationship_Count

Total number of products held by the customer

Months_Inactive_12_mon

Number of months inactive in the last 12 months

Contacts_Count_12_mon

Number of contacts in the last 12 months

Credit_Limit

Credit limit on the credit card

Total_Revolving_Bal

Total revolving balance on the credit card

Avg_Open_To_Buy

Open to buy credit line (Average of last 12 months)

Total . Amt_Chng_Q4_-Q1

Change in transaction amount (Q4 over Q1)

Total_Trans_Amt

Total transaction amount (Last 12 months)

Total_Trans_Ct

Total transaction count (Last 12 months)

Total _Ct_Chng_Q4_Q1

Change in transaction count (Q4 over Q1)

Avg_Utilization_Ratio

Average card utilization ratio

The dataset has highly imbalanced classes, with attrition accounting for

16.07% of all customers.

Figure 2 is the correlation matrix between features evaluated in this work.
Correlations are assessed using Pearson correlation coefficient.
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Fig. 2: Pearson correlation of features.

4.2 Experimental setups

In this work, I used Scikit-learn libraries to experiment with several machine
learning algorithms, namely Logistics Regression (LR), Gradient Boosting (GB),
Random Forest (RF) and Naive Bayes (NB).

Table 2: Performance results
Algorithms Precision Recall F1 score
Logistics Regression 0.7067 0.4711 0.5654
Gradient boosting 0.9412 0.8560 0.8965
Random forest 0.9301 0.7942 0.8568
Naive Bayes 0.6983 0.6049 0.6483

Table 2 shows the classification results of each model. The performance of
models was evaluated based on precision, recall, and F1 score. As mentioned in
the Table 2, Gradient Boosting algorithm achieves the best performance on the
chosen dataset.
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Fig. 3: Top features ranked by SHAP method

4.3 Experimental results

Global explanations Figure 3 illustrates the global explanation results for
the implemented ML models on the chosen dataset. Explanations for four mod-
els produce similar top features, however the rankings of features vary across
all models. For instance, Gradient Boosting, Random Forest and Naive Bayes
models agree that Total_Trans_Ct is the feature that affects the model’s outputs
the most, while that of Logistics Regression is Credit_Limit. These results are
also consistent with top features related to the target variable in the correlation
matrix in Figure 2.

Local explanation Local explanations provide a local understanding on how
and why a specific prediction was made. With SHAP method, explanations for
a specific prediction can be illustrated in a force plot. The red arrows in a force
plot represent the features that drive the prediction higher, while the blue arrows
represent the features that drive the prediction lower. The size of the arrows is
proportional to the magnitude of the pushing force.

Figure 4 is the force plots for four implemented ML models which give expla-
nations to a same single prediction. From the plots we can see that outputs of
all implemented ML models are 0.0. This means that the customer is predicted
to be not churn. However, features that impact to the outputs are different from
models. In the RF and NB model, Total_Relationship_Count is the feature that
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major impact on the increase of output value, while that of GB and LR model
is Total_Trans_Amt and Avg_Open_To_Buy respectively.

(a) Logistics Regression (b) Gradient boosting

(c) Random forest (d) Naive Bayes

Fig. 4: Local explanation of a sample prediction

5 Discussion

In this work, we perform global and local explainability for four implemented
ML models using model-agnostic approach with KernelSHAP library. Given ex-
planations help us understand the factors that result in customer churn. After
performing the experiment, we realize that increasing the size of background
dataset leads to increase runtime linearly as illustrated in Figure 5. This is con-
sistent with the fact that Shapley values are basically estimated based on random
sampling.

Runtime.

25 50 5 100 125 150 175 200
Samples

Fig. 5: Runtime for explaining LR model in seconds

Within the scope of the paper, we only performed explaining ML models
of customer churn prediction but did not evaluate the given explanations. This
limitation of our research is due to the fact that evaluation has proven to be a
challenge[4]. In the future, we will focus on evaluation techniques to measure the
accuracy of explanations of model-agnostic methods.
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6 Conclusion

In order to the success of machine learning algorithms adopted in banking in-
dustry, model explainability is necessary to ensure accurate results. The relevant
literature proposed several methods to predict customers who are probably to
move their custom to other banks. However, we found that exploration of the
explainability was limited. In this work, we provide insights for explanations of
customer churn prediction by using SHAP - a model-agnostic method. We also
found that the runtime of SHAP method with KernalSHAP library increases
linearly when increasing the size of background dataset.
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