Software Package for Searching People and Vehicles Using Unmanned Aerial Vehicles

Dmitriy Bulatitskiy¹, Andrey Selifontov¹, Sergey Shevchenko ² and Victor Filippov ²

¹ Bryansk State Technical University, Bryansk Oblast, Bryansk, ul. 50 let oktyabrya, 7, 241035, Russian Federation
² The Main Directorate of the Ministry of the Russian Federation for Civil Defense, Emergencies Situations and Elimination of Consequences of Natural Disasters in the Bryansk region (GU EMERCOM of Russia in the Bryansk region), Bryansk Oblast, Bryansk, ul. Duki, 59, 241050, Russian Federation

Abstract
The paper considers the relevance of using a single software package for processing images made by unmanned aerial vehicles and coordinating the actions of search participants during operations to search for people and vehicles in the natural environment. An approach to the creation of such a package is proposed, its architecture is developed, the technologies used in the development and the main technical solutions are described. An algorithm for processing data for a search operation is developed and implemented. The package core, which recognizes search objects on aerial photographs, is built on a convolutional artificial neural network YOLOv5. The characteristics of the network operation depending on the structure of the training sample and the network parameters are studied. The experimental operation of the package by one division of the crisis management center of the Ministry of Emergency Situations of Russia in Bryansk region is described.
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1. Introduction

Search and rescue operations are one of the important activities of the Ministry of the Russian Federation for Civil Defense, Emergencies and Elimination of Consequences of Natural Disasters (EMERCOM of Russia). Also some volunteer search and rescue teams and other organizations provide assistance to the Ministry of Emergency Situations and Internal Affairs Departments in the search for missing people. A significant proportion of missing people are lost in the natural environment (both outside populated localities and in large parks of cities). The reasons that lead to the need for a search can be different. Most often, people themselves leave populated localities for fishing, for mushrooms or just for hiking. There are also accidents in which the location of the vehicle in distress or the people on board remains unknown. However, regardless of the reasons why people found themselves without the necessary training and equipment alone with the difficulties of survival in the natural environment, the probability of finding them alive quickly decreases over time, even under favorable weather conditions. In cases when we deal with missing children or the situation happens in a cold season, it is just hours that make sense. Therefore, one of the key factors for increasing the success of search and rescue operations is to reduce the duration of the search operation. At the same time, the search for people in the natural environment is a very time-consuming process, which is primarily due to the need to explore quite a large search area.
Today UAVs are an excellent tool in search operations. The appearance of unmanned aerial vehicles (UAVs) allowed not only to reduce the cost of flight dramatically, but also to reduce the altitude and speed of flight, as well as to increase maneuverability. The use of high-resolution cameras allows to see the explored surface in all details. Unmanned aircraft quickly took a confident position in many sectors of the national economy: in cartography, in agriculture [3, 4] and forestry [5], in construction, in security systems and others. Also, drones were adopted by the military and emergency services. Today UAVs are an excellent tool in search operations.

There is information in the media about the development of UAV-based human search systems by the Russian companies Beeline [6] together with the Liza Alert search team and Kaspersky Lab [7]. The articles mention that the recognition subsystem is based on a neural network, but no technical details or scientific publications on these developments could be found.

We can consider two variants for the use of unmanned aerial vehicles when searching for people in the natural environment. The first implies a permanent communication channel between the device and the operator. The operator controls the device, performing a planned search route as part of a flight of the search zone, and receives video from on-board cameras in real time. If the search object is assumed of being detected, the operator returns to the place of detection and examines it more closely. The second variant involves an autonomous UAV flight along a given search route with video and photography of the area. After the UAV returns to the base, the footage is transferred to experts for analysis.

Both of these variants can significantly improve the efficiency of the search operation, but they are also not without significant drawbacks or problems.

The first problem is related to the complexity of analyzing photo and video materials. In the first variant, the need to explore a large area requires long and high concentration of attention from the UAV operator. When the operator is tired, the attention is not so good and the probability of missing search...
objects or their traces increases. For example, when using a helicopter-type UAV (quadcopter), the examination of 1 km² area takes about half an hour. Depending on the model of the device, it can continue the flight or needs to be recharged or refueled. But one way or another, it will take several hours to examine an area of several square kilometers, during which it is almost impossible to maintain the operator’s concentration at the desired level. In the second variant, UAVs with greater autonomy are usually used. They fly over a fairly large area, taking photographs from once every few seconds to several times per second, depending on the altitude of the flight and other factors, and after 1-3 hours they return, bringing several thousand or even several tens of thousands of rather large photographs. It takes either too much time or a sufficiently large team of experts to process this material.

The second problem is related to the coordination of actions between the participants of search and rescue operations. Usually UAV operator and experts in the analysis of photographs are only a small part of the people involved in the operation. Experts are also required to collect additional information and interview witnesses; members of search teams operating in the area; drivers and pilots of vehicles for evacuation; medical personnel for first aid.

Even before the start of the active search operation, it is necessary to inform its participants about a new search, its goals (search objects) and their signs. If any traces or people similar to the search objects are detected from the air (with the help of both manned and unmanned aircrafts), the coordinator sends some participants or small search groups to inspect. At the same time, it is necessary to explain clearly where the group should go and what is found there. Then the group should report on the results of the inspection. Interaction is also complicated by the fact that often not only full-time employees of the Ministry of Emergency Situations participate in the search operation, but also volunteers of different levels of training and discipline.

A unified information system that automates the analysis of aerial photographs and provides tools for communication between search participants can help in solving these two problems. Search and rescue units of the Ministry of Emergency Situations and volunteer organizations use UAVs with their onboard and auxiliary software in search operations, a number of communication programs are also used, including both specialized departmental developments and public messengers and social networks, but there is no software package for information support of search operations aimed at solving problems of analyzing aerial photographs and communications.

This paper offers an approach to creating such a package, describes its architecture, and also considers the technologies used in the development and the main technical solutions.

The neural network kernel of the package, which recognizes search objects on aerial photographs, features of its configuration and training, is described separately.

2. Roles of package users and their possibilities

When developing a software package for searching people and vehicles using an unmanned aerial vehicle, we determine participants, stages and types of work for a search and rescue operation on the basis of the guidelines of the Ministry of Emergency Situations [2], but taking into account additional roles and functions due to the use of UAVs.

The most in need of automation and information support is the active phase of the search operation, so the most attention was focused on it. The reception of data on missing persons, their signs and circumstances of disappearing, the report of the operational duty officer to the head, the decision of the head on the start of the search operation and the appointment of the head of search and rescue operations (HSSO), as well as the planning of the search operation is not considered within the package.

The main roles of participants in the active phase of the search operation are a head of search and rescue operations, a search coordinator, a member of the search group (MSG), an administrator, UAV operator, a data engineer.

After the start of the active phase of the search operation, HSSO appoints a search coordinator (SC) or performs this role himself. The coordinator registers the beginning of the search operation in the system and enters data about the search objects (SO). There may be several of them. For example, if a family went by car to pick mushrooms and disappeared, it is advisable to designate all the missing family members as an SOs, as well as their car, which can be an important reference point when searching for people. Then the coordinator selects the warning mode: broadcast - to all available
potential search participants; or addressable – selected personally or by category (full-time employees, experienced volunteers, novice volunteers); and performs the warning.

Then during the search operation, information about the detected objects (DOs) appears, which can potentially turn out to be search objects. This information can appear as a result of the analysis of aerial photographs (then they appear in the system automatically from the image analysis subsystem), as well as the result of interviewing witnesses (then the coordinator himself enters these objects). Some detected objects that are clearly visible in the images and can be visually identified as not being the object of the search, can be immediately transferred by the coordinator to the "Wrong" status. The rest of the detected objects should be checked by the participants of the search groups operating in the search area. Also, the possible locations of the search objects (convenient shelters from bad weather, natural obstacles in the way of probable movement, and others) can be designated as objects for verification.

The unit for verification in the system is the detected object, but a member of the search group is given a mission that may contain one or more detected objects as a task for verification. The search coordinator manages the missions: creates missions, adds detected objects to them, appoints a performer (a member of the search group), and also cancels missions if necessary. If a member of the search group marks a search object with the status "probably detected", the search coordinator checks this information through other channels and transfers the search object to the status "detected" or returns it to the status "wanted".

The coordinator can distribute the detected objects into missions for manual verification. With a small number of them, this does not cause difficulties. But after the automatic processing of the next part of aerial photographs, quite a lot of detected objects may appear, and then the coordinator will have to spend considerable time on their distribution.

To save this time, an automated distribution mode is provided in the developed package. We considered it logical to entrust verification of several nearby detected objects to the same member of the search group who is the closest. When switching to the automatic distribution mode, the system first performs clustering of detected objects by k-mean method and groups the objects of each cluster into a mission, and then appoints the nearest MSG as the mission performer. By default, all detected objects with the "Requires verification" status that have not yet been distributed to missions and all MSG participate in the distribution, but the coordinator can exclude objects or participants from the distribution if he finds it necessary.

Potential members of search groups are all users registered in this status. As a result of self-registration, the user receives the status of "potential MSG" with the category "novice volunteer". In the future, the system administrator can assign the user the category "experienced volunteer" or "full-time employee". After receiving an invitation to participate in a search operation, a potential MSG accepts the invitation and becomes MSG of this operation or rejects it. Regardless of the invitation, a potential MSG can look through the list of active operations in which he could take part, choose one of them and become a member of the search group.

A member of the search group can always look through the list of operation search objects and information about them. Also, MSG sees a list of missions assigned to him, he can see the details of the mission: a list of detected objects for verification, information about each object, including coordinates and an image with the designated location of the object. Also, MSG can see missions of other participants or objects undistributed by missions.

While performing his mission, MSG passes the places where objects are marked for verification and sets the status "No object" (the object is not found on the spot), "Wrong" (the object is found on the spot, but is not the object of the search), "Probably wanted" (the object is found on the spot, and it is probably the object of the search). If the latter status is selected, the mobile application offers to select the search object from the list of the current operation and attach several photos of the detected object. When all the objects of the mission are checked, it automatically switches to the status "completed".

If MSG detects a search object in a place where the detected object was not previously indicated, then he selects the search object from the list and transfers it to the status "probably detected". In this case, the system automatically creates a detected object in this place and associates it with the search object, asking to add several photos.

UAV operator controls his device to perform aerial photography of a given section of the search area, sets flight paths and shooting modes, and then uploads the images to the system for further analysis.
During package usage, images can be accumulated that could improve the recognition ability of the system. The data engineer selects such images, adds them to training samples, performs training of the neural network and checks the training results. If the trained model turns out to be more successful than the previous one, the data engineer can decide to replace the old model with a new one. It is assumed that it is possible to save the previous models and switch from one to another. This can be useful, for example, when changing the season and, accordingly, the nature of the images.

The administrator has the ability to manage the accounts of other users of the software package.

Figure 1 shows a use-case diagram that shows the roles of users and the functions available to them in the software package being developed.

![Use-case diagram](image)

**Figure 1**: Functional model

### 3. Package architecture

The system under development provides information support for the process in which users of various roles are involved significantly remote from each other. The participants of the search groups work in the search area, UAV operator is located quite close to the search area, and the coordinator can be located both in the operational headquarters in the field and in a stationary office at a regular workplace. In such conditions, it is convenient to organize data exchange between parts of the system via the Internet. The heterogeneity of the system, which defines it as a software package, is due to significant differences in data processing by different subsystems.

Users of different roles work with data in different ways. The coordinator needs to see the entire search operation on the map with all the missions and members of search groups, as well as enter quite a lot of text data, which means it is more convenient for him to use a laptop or a desktop computer. At the same time, it may be necessary to work at someone’s unprepared computer, so the user interface of the search coordinator is implemented as a web application that includes a visualization subsystem for
displaying information about detected objects and search group participants on the map, a search operations management subsystem, as well as a subsystem for working with missions.

The interface of the search and rescue operations manager is also represented by a web application. For UAV operator the system provides a web interface that allows, first of all, to download aerial photographs for analysis. At the first stage of the package development it is advisable to restrict to this, since interference in the on-board software of the aerial vehicle is associated with significant organizational difficulties. The variety of devices used also presents additional complexity for the development or modification of their onboard programs. At the same time, in the future it may be convenient to have a UAV control subsystem as a part of the operator interface, which will allow to generate a flight task based on the information about the search operation, as well as to receive images in real time. In some cases, UAV operator may not even have a laptop at hand, so an interface in the form of a mobile application is also provided for it.

The client part of the web application that implements user interfaces is built on React platform. Data for all types of clients, including mobile and web applications, is provided through the program interface (API) by the server part of the web application developed on ASP.NET Core technology. In its turn, the server of the web application accesses MS SQL Server database server to save and retrieve data. When processing requests for uploading images, the server part of the web application saves images on an external file storage and sends a new task to process a set of images to a queue based on RabbitMQ.

The choice of the mobile application form factor for the search group member's interface is due, firstly, to the fact that it is extremely inconvenient to carry even a laptop when working in the field; and secondly, to the fact that the phone provides the opportunity for geo-positioning and photographing, which may be needed in MSG work.

The image analysis subsystem is a separate application written in Python that constantly listens to the queue and retrieves and processes it when a new task appears. The task is a data structure in JSON. It contains ID and type of the task, the path to the directory with the source files and the path to the target directory where the recognition subsystem needs to send the marked-up images. The logging module leaves records about the extraction of the task and its processing in the local event log, and the module for sending diagnostic messages transmits information through a special program interface. The subsystem also sends the results as an array of JSON objects with the description of objects classes and coordinates through the appropriate methods to the server part of the web application. Since the task of recognizing objects in an image is quite resource-intensive and has a large computational complexity, it is solved using CUDA technology, which implements calculations on graphics processors, which can significantly increase the performance. Additionally, the package architecture includes the possibility of simple scaling for the image analysis subsystem: several applications can be launched simultaneously on separate computing capacities, which will listen to the task queue. The uniqueness of processing each task is achieved by means of RabbitMQ, and the convenience of convolution is provided by using a configured Docker container with an image analysis subsystem application.

The possibilities for a knowledge engineer are implemented as a set of utilities for image processing, the formation of a training sample and the training of recognition models.

The architecture of the software package for searching people and vehicles using UAVs is presented in Figure 2.

4. Selection, configuration and training of a neural network

As it was mentioned above, automating the detection of search objects in UAV images is one of the key tasks of the package being developed. Among the typical tasks of image analysis, the most suitable for us is the detection task, which allows to detect objects of one or more classes in images. In this case, it is enough to solve a simpler modification of the problem, in which the edges of the rectangle describing the detected object are always made parallel to the sides of the image.

Convolutional neural networks have proven themselves well in solving such problems. The analysis of scientific papers and the results of various competitions has shown that the most popular and effective networks in many cases are YOLOv5, EfficientDet and RetinaNet [8-11].
So in article [12] application of convolutional neural network YOLO and Fully Autonomous UAV for Search and Rescue Operations on marine environment is described.

There are also examples of UAV images analysis for search operations based on image classification task [13] or combination of classification and segmentation tasks solved using Region-based Convolutional Neural Network (R-CNN) [14, 15].

The problem is that the task of detecting people in the images is solved quite steadily when shooting at an angle: from above and from the side. At this angle, the human figure is well recognizable. This is how security cameras are installed in public places and in other cases when it is possible to choose the point of camera installation. This is how most of the models in the open access are trained. But when searching for people on rugged terrain or in places with high vegetation (trees, bushes and even just tall grass), this angle is very likely not to show a person in the photographed area at all, especially lying or sitting, since he is obscured by other objects. In such conditions, it is more appropriate to shoot an orthophotoplan or a combination of orthophotoplan with a perspective survey.

**Figure 2**: Software package architecture

We decided to test how these networks will behave while solving the problem of detecting people and vehicles in the natural environment in UAV images. For this purpose, a training data set was formed, which was based on marked-up images from open sources, as well as made during various search and training operations of the group for the use of unmanned aircraft systems of the Control Center in Crisis Situations of the Main Directorate of the Ministry of Emergency Situations of Russia in the Bryansk region, which we marked ourselves. The sample was approximately equally filled with orthophotoplans and perspective images. The structure of the training set is presented in Table 1.

**Table 1**

<p>| Training set structure | | |</p>
<table>
<thead>
<tr>
<th>Set</th>
<th>Images</th>
<th>Cars</th>
<th>Persons</th>
<th>Total objects</th>
</tr>
</thead>
<tbody>
<tr>
<td>Train</td>
<td>2622</td>
<td>870</td>
<td>2501</td>
<td>3371</td>
</tr>
<tr>
<td>Validation</td>
<td>478</td>
<td>162</td>
<td>468</td>
<td>630</td>
</tr>
<tr>
<td>Test</td>
<td>160</td>
<td>54</td>
<td>156</td>
<td>210</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>3260</strong></td>
<td><strong>1086</strong></td>
<td><strong>3125</strong></td>
<td><strong>4211</strong></td>
</tr>
</tbody>
</table>

To conduct the experiment, networks and their modifications were taken from open repositories [16, 17] and configured for operation. The criteria for comparison were the minimized inference time and the model size, as well as the maximized metrics: accuracy, completeness and F1Score.

\[
\text{Precision} = \frac{TP}{(TP + FP)},
\]
\[
\text{Recall} = \frac{TP}{(TP + FN)},
\]
\[
F1\text{Score} = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}},
\]

where TP is the number of true-positive solutions (when the neural network detects the object, and it coincides with the reference markup), FP is the number of false-positive solutions (when the neural network detects the object, but there is no such an object at the reference markup), FN is the number of false-negative solutions (the neural network does not detect the object, where it is located at the reference markup).

In the problem being solved, the error in determining the position of the detected object does not matter much, as long as it does not exceed the size of the object itself, so the object is considered correctly detected if the Jaccard index for it and its reference exceeds 50%, that is, the areas of their location in the image overlap by more than 50%.

It should also be noted that convergence and resource intensity are very different in the compared networks. Therefore, testing by the same hardware configuration, we selected the maximum possible values of "batch size" parameter for each network, and then performed training until the network continued to learn significantly, without switching to overfitting mode. Thus, the number of epochs, batch size and learning time are not directly the selection criteria, but are given in the table for comprehensiveness.

The parameters and results of training models are shown in Table 2.

Testing has shown that the best recognition results in our sample are given by YOLOv5 in both modifications. At the same time, YOLOv5x is more resource-intensive and slower to output than YOLOv5s. Since the recognition quality was the most important criteria for us, the choice was made in favor of YOLOv5x. In addition, its speed is enough to process images by flying the area of 1 km², which UAV does during half an hour in about 9 minutes.

If you need to recognize faster or use less resources, it will be advisable to use YOLOv5s, which has only slightly less recognition quality.
### Table 2
Training parameters and results

<table>
<thead>
<tr>
<th>Model</th>
<th>Epochs</th>
<th>Batch size</th>
<th>Learning time (h)</th>
<th>Inference time (s)</th>
<th>Model size (Mb)</th>
<th>TP</th>
<th>FP</th>
<th>FN</th>
<th>Precision (%)</th>
<th>Recall (%)</th>
<th>F1Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>YOLOv5x</td>
<td>80</td>
<td>4</td>
<td>8</td>
<td>0,036</td>
<td>175</td>
<td>224</td>
<td>5</td>
<td>21</td>
<td>97,82</td>
<td>91,43</td>
<td>94,51</td>
</tr>
<tr>
<td>YOLOv5s</td>
<td>120</td>
<td>20</td>
<td>1.33</td>
<td>0,009</td>
<td>14,5</td>
<td>220</td>
<td>9</td>
<td>23</td>
<td>96,07</td>
<td>90,53</td>
<td>93,22</td>
</tr>
<tr>
<td>EfficientDet-D2</td>
<td>86</td>
<td>3</td>
<td>9</td>
<td>0,039</td>
<td>32</td>
<td>188</td>
<td>16</td>
<td>54</td>
<td>92,16</td>
<td>77,69</td>
<td>84,30</td>
</tr>
<tr>
<td>EfficientDet-D0</td>
<td>120</td>
<td>12</td>
<td>3.75</td>
<td>0,029</td>
<td>15,4</td>
<td>181</td>
<td>16</td>
<td>61</td>
<td>91,88</td>
<td>74,79</td>
<td>82,46</td>
</tr>
<tr>
<td>RetinaNet</td>
<td>80</td>
<td>4</td>
<td>9.5</td>
<td>0,042</td>
<td>42</td>
<td>175</td>
<td>30</td>
<td>67</td>
<td>85,37</td>
<td>72,31</td>
<td>78,30</td>
</tr>
</tbody>
</table>

### 4. Image processing module

Object recognition using a neural network is an important, but not the only task of image processing in the package being developed. We can say that the image processing module is a pipeline consisting of several sections in which the image is subjected to different operations.

GeoTIFF files are sent to the module input. First, data on the spatial resolution and geo-coordinates of the image boundaries are extracted from them. These geodata are stored in the memory for future use.

Then the image is split. The fact is that the selected network configuration allows to process an image with the size of 832*832 pixels at a time, while the usual image size from the camera is 3840*2160 (by the way, other neural networks also work inefficiently with large images). Therefore, first the image is cut into tiles of the desired size and only then these parts are input to the neural network.

The neural network searches for objects of our interest. Based on the results of processing each tile, it outputs an array of rectangles specified by the relative pixel coordinates of this tile.

After that, the rectangles that fall on the cutting lines of the original image are patched together.

The resulting rectangles are applied to the resulting image, that is, the image is marked up. The color of the rectangle is selected depending on the class to which the detected object belongs.

Then the coordinates of the rectangles are converted to geo-coordinates, taking into account the location of the tile in the original image and the previously saved geo-data of the processed file.

Finally, the marked-up images and an array of rectangles in geo-coordinates are transferred as the output of the module.

Earlier, a similar scheme for processing aerial photographs was used by the authors of this paper in the project on recognition of buildings and structures [18].

### 5. Operation testing

No corporate computing power was allocated to develop the package, but the more clearly proposed architecture showed its stability. The server part of the web application and the database server were placed on the hosting provider's virtual machine, the file storage – on a personal desktop computer (CPU Intel Core i5-650 3.2 GHz, RAM 32Gb, GPU Nvidia GTX 1060 6Gb), and the image analysis subsystem and the task queue server were placed in separate Docker containers on the same computer.

A mobile application of a search group member was installed on several phones. All package components were connected to each other via the Internet. In this configuration, the package functioned normally.
Together with the GU of EMERCOM of Russia in the Bryansk region, a number of training search operations were conducted based on previously obtained material, and then a training operation in the field and the use of UAVs.

For the convenient work, most of the data is displayed to the coordinator on the map: here he sees the current position of the search participants (it is transmitted from the mobile application of the search group member), the position of the detected objects and their statuses. The function of filtering detected objects by missions and statuses is available. When you direct the mouse pointer to the label of the detected object, a window opens with a thumbnail of the image in which it was detected. When you click on the label or the window that opens, the marked-up snapshot opens to full screen. If objects with the same coordinates are found in several images, they are automatically combined into one object for verification, and in the window that opens to the full screen, you can scroll through all the images in which this object was found. A screenshot of the coordinator's web application is shown in Figure 3.

In the web application of a search group member, the main working screen is also based on a map, which shows the labels of this member himself, of other participants, as well as the labels of detected objects. Additionally, there are some screens to provide the rest of the functions. Screenshots of MSG mobile application are shown in Figure 4.

![Figure 3: Search coordinator's interface](image)

**Conclusion**

The developed package can be considered a successful pilot project, but its practical operation requires serious refinement in a number of areas, some of which were known at the development stage, some were identified during pilot operation. These areas include the following.

1. It is necessary to collect an extended training data set to prepare a universal model for recognizing images of all seasons and weather conditions, or some particular models. The current model provides recognition only in snow-free time.
2. It is necessary to implement the possibility of automatic filtering of objects detected in the images that correspond to the images of search participants and their vehicles. One of the ways of such filtering is recording the data about the location of search participants during UAV flight transmitted by the mobile application.
3. Good opportunities open up when implementing the recognition of additional classes of objects: vehicles by type, make and model; people by age and gender; as well as when providing a set of functions for parameterizing search objects, for example, by the predominant color.
4. At the current level of the package functionality, the coordinator is recommended to give some of the objects found in the images to special participants of the search group who are UAV operators; they will verify faster than MSG on foot. However, the development of the functionality for the
automatic definition of detected objects that it is advisable to check with the help of UAVs can increase the efficiency of the coordinator’s work.

Figure 4: MSG interface
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