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Abstract  
One of the problems of text generation using the LSTM neural network is a decrease in the 

quality of generation with an increase in the length of the generated text. There are various 

solutions to improve the quality of text generation based on generative adversarial neural 

networks. This work uses preliminary training of the LSTM neural network based on the MLE 

approach and further training based on the SeqGAN neural network. Based on the presented 

results, we can conclude that the SeqGAN-based approach allows to increase the quality of 

text generation according to the NLL and BLEU metrics. The study of the influence of the 

batch size, in the process of competitive training of the SeqGAN neural network, on the quality 

of text generation has been carried out. It is shown that with an increase in the batch size, in 

the process of adversarial learning, the quality of LSTM neural network training increases. In 

this work, the Monte Carlo algorithm is not used in the training process of the SeqGAN neural 

network. For training and testing algorithms, image captions from the COCO Image Captions 

data sample are used. The quality of text generation based on the NLL and BLEU metrics has 

been assessed. Examples of the results of generating texts with an assessment of the quality of 

examples according to the BLEU metric are given. 
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1. Introduction 

Algorithms for automatic text generation are in demand and are widely used in various tasks, such 

as: automatic generation of random texts, automatic translation of texts, text summarization, generation 

of captions for images. 

One of the problems of text generation using the LSTM [1] neural network is a decrease in the 

quality of generation with an increase in the length of the generated text. There are various solutions to 

improve the quality of text generation based on generative adversarial neural networks. In this work, 

we use preliminary training of the LSTM neural network based on the MLE [2] approach and further 

training based on the SeqGAN [3] neural network. The training process based on the SeqGAN neural 

network does not use the Monte Carlo algorithm proposed in paper [3]. The study of the influence of 

the batch size on the quality of LSTM neural network training in the process of adversarial training 

based on the SeqGAN neural network was carried out. It is shown that with an increase in the batch 

size, in the process of adversarial learning, the quality of LSTM neural network training increases. Also, 

an increase in the batch size leads to an increase in the training time of the algorithm. 

For training and testing algorithms, captions to images from the COCO Image Captions [4] data 

sample are used. The proposed sample contains captions in English. In this work, word-by-word text 

generation is used. The maximum sentence length is 20 words; most sentences in this set contain about 
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10 words. COCO Image Captions sample data is taken from analogue [5]. The data is posted on the 

website [6]. Thus, the preprocessing of the data selection coincides with that implemented in [5]. 

The testing process uses a pretrained neural network based on the MLE approach. In the MLE-based 

pre-learning process, the batch size is 1,000 examples and does not change. Next, we tested the LSTM 

neural network trained on the basis of the SeqGAN approach using various batch sizes. Tested on a 

batch size of 40, 400 and 4000 samples. 

In this work, the software implementation of the investigated approaches in the Python language 

was carried out. The software implementation is presented on the site [7] and is based on the work [8]. 

2. Description of the used data sample 

In this work, we used the COCO Image Captions (Common Objects in Context) dataset. This set 

consists of 330000 images, of which 220000 samples are marked. All images are accompanied by 

annotations stored in json format. This set has various types of annotation, such as: 

 object detection;  

 keypoint detection;  

 stuff segmentation;  

 panoptic segmentation;  

 denepose;  

 image captioning. 

To form a textual data sample, captions to images in English from the COCO Image Captions sample 

are used. The maximum length for an example is 20 words. Most of the sample texts contain about 10 

words. The data sample was taken from the source [5], so its preprocessing corresponds to that presented 

in article [7]. Words mentioned less than 10 times have been removed from the sample, examples 

containing these words have also been removed. The number of words used in the dictionary is 4837 

words. This dataset contains 80000 examples in the training set and 5000 examples in the test set. 

3. Description of the influence of batch size on the SeqGAN learning process 

In this work, we use the SeqGAN neural network proposed in paper [3]. Our work does not use the 

Monte Carlo algorithm proposed in work [3]. One of the hyperparameters affecting the training process 

of the SeqGAN neural network is the batch size. This parameter affects the number of examples 

generated by the neural network by the generator and further evaluated by the neural network by the 

discriminator. An example of text evaluation by a neural network by a discriminator is shown in the 

image Figure 1. 

 

 
Figure 1: An example of evaluating texts by a neural network by a discriminator 
 



From the presented image, you can see that words used several times in different sentences receive 

a better and more average grade. In the process of generating text, the neural network generator can 

generate a good beginning of a sentence, but the end of a sentence may be of poor quality. As a result, 

the discriminator neural network will give a poor estimate of the entire generated sequence. Thus, 

increasing the number of examples in batch size allows for a better estimate of the generator neural 

network. 

In paper [3], it is proposed to use the Monte Carlo algorithm to assess the quality of the generated 

samples. This approach allows you to increase the quality of the text evaluation, as well as the use of 

an increased batch size. 

4. Assessment of the quality of text generation according to the BLEU metric 

In this work, the text quality is assessed based on the BLEU [9] metric implemented in the nltk 

library. 

Before evaluating sample texts, the placeholder word is removed. This word is used to increase the 

length of the text to a given length during training. This operation allows you to get a better assessment 

of texts, since the matches of placeholder words are not taken into account when evaluating samples. 

In this work, when evaluating samples, the smoothing method is used. This smoothing method is 

described in paper [10]. The proposed modification allows you to get a better assessment of the quality 

of texts. 

5. Test results of the considered approaches 

The neural network SeqGAN was developed and tested on the task of word-by-word generation of 

short texts [8]. Implementation [8] and testing of the SeqGAN neural network were carried out on a 

data sample with captions to images from the COCO Image Captions sample [4]. 

To assess the quality of text generation according to the BLEU metric, samples from the training 

sample (written by people) were tested on a test sample. The results obtained are used for subsequent 

comparison with the generation results. The results of testing 500 random examples from the training 

sample are presented in Table 1. 

 

Table 1 
Test results for examples written by humans 

Data sampling BLEU-2 BLEU-3 BLEU-4 BLEU-5 

COCO Image Captions 0.557 0.443 0.319 0.212 

 

The quality of the generation of texts generated by the LSTM neural network trained on the basis of 

the MLE approach was assessed. The quality was assessed based on the BLEU [10] and negative log-

likelihood (NLL) [11] metrics. The test results are presented in Table 2: 

Table 2 
MLE-trained LSTM test results 

Data sampling BLEU-2 BLEU-3 BLEU-4 BLEU-5 NLL 

COCO Image Captions 0.523 0.384 0.248 0.149 1.961 

 

Table 3 

SeqGAN test results 

Data sampling Batch size BLEU-2 BLEU-3 BLEU-4 BLEU-5 NLL 

COCO Image Captions 

40 0.543 0.412 0.280 0.177 2.006 

400 0.516 0.388 0.265 0.169 1.960 

4000 0.521 0.394 0.270 0.173 1.953 



The generator neural network in SeqGAN is an LSTM trained using MLE. Table 3 shows the results 

of additional LSTM training using the SeqGAN neural network. Lot sizes of 40, 400 and 4000 samples 

were chosen. This choice is based on the formation of a larger difference in the size of batches, 10 and 

100 times.  

Examples of texts generated using a neural network trained by SeqGAN are presented in Table 4. 

For each example, an estimate is given according to the BLEU metric [10]. 

 

Table 4 

Examples of generated texts 

Data 
sampling 

Batch 
size 

№ Examples of texts BLEU-2 BLEU-3 BLEU-4 BLEU-5 

COCO 
Image 

Captions 

40 

1 
A baseball player 
sliding off a base 
ready to swing . 

0.217 0.064 0.035 0.024 

2 

A person sitting on top 
of an orange room , 
two chairs and two 
large plants . 

0.791 0.624 0.455 0.306 

3 
A person is sitting on 
top of a couch with a 
bag . 

0.640 0.610 0.532 0.432 

400 

1 
Tennis player players 
one of the pitcher in 
an vests opening . 

0.251 0.070 0.037 0.026 

2 

A populated dog with 
a side fan painted 
laptop while sitting on 
top of it . 

0.658 0.577 0.429 0.335 

3 
A child is sitting in 
front of a brick wall of 
a building . 

0.692 0.643 0.575 0.486 

4000 

1 
A young woman is 
holding a piece of 
pizza . 

0.486 0.374 0.235 0.114 

2 
A person is standing in 
the middle of a field . 

0.538 0.525 0.510 0.463 

3 
A person standing on 
a lush green field next 
to a large tree . 

0.692 0.683 0.641 0.555 

 

Figure 2 shows the change in the quality of the neural network assessment according to the NLL 

metric during training based on MLE and SeqGAN. 

  



 
Figure 2: Comparison of batch sizes in the training process based on SeqGAN 
 

Figure 3 shows the process of training a SeqGAN-based neural network using different batch sizes. 

 

 
Figure 3: Comparison of the impact of batch size on the learning process with a graph focus on SeqGAN 
results 
 

Based on the graphs and the results presented in the tables above, we can conclude that the batch 

size affects the final quality of the neural network training according to the NLL metric. It should also 

be emphasized that in this work, in the process of training the SeqGAN neural network, the Monte 

Carlo-based algorithm used in the original work [3] is not used. The Monte Carlo algorithm can improve 

the quality of training a neural network, but is not considered in this paper. 

Using the SeqGAN neural network improves the quality of text generation using the BLEU and NLL 

metrics. The improvement in text quality can be seen by comparing the learning outcomes based on 

MLE and SeqGAN. Increasing the batch size reduces the error in the NLL metric. The disadvantage of 

this approach is the increase in the training time of the algorithm. 

When using the batch size parameter equal to 40, the text quality according to the BLEU metric is 

better than when using the batch size equal to 400 and 4000. An increase in the quality of the text may 

be associated with a decrease in its diversity, as indicated by a large error in the NLL metric. This can 

also be evidenced by the higher accuracy of the discriminator, equal to 86%, while when using packets 

400 and 4000 it is 81%. It should be noted that the quality of text generation by the neural network 

trained on the basis of the MLE and SeqGAN approach is inferior to the examples from the training 

sample according to the BLEU metric. 

 

 



6. Conclusion 

As part of this work, the MLE and SeqGAN approaches were implemented and tested. Based on the 

presented results, we can conclude that the SeqGAN-based approach allows to increase the quality of 

text generation according to the NLL and BLEU metrics. In this work, the Monte Carlo algorithm 

proposed in paper [3] was not used. 

The LSTM neural network was trained based on the SeqGAN approach using different batch sizes. 

Based on the results obtained, it was concluded that the increased batch size makes it possible to 

increase the training quality of the LSTM neural network. 

It should be noted that the quality of text generation by the neural network trained on the basis of 

the MLE and SeqGAN approach is inferior to the examples from the training sample according to the 

BLEU metric. 

In this work, the software implementation of the investigated approaches in the Python language 

was carried out. The software implementation is presented on the site [8] and is based on the work [9]. 
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