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Abstract  
The possibility and expediency of using variational autoencoders when expanding training 

datasets of neural networks for cases when the training set consists of several dozen samples 

is tested. Investigations are carried out on the example of images of «crack»-type defects. Brief 

information on the theory of variational autoencoders is given. Practical recommendations are 

given for constructing training sets of variational autoencoders. It is shown that deviation from 

the suggested recommendations will most likely not allow generating realistic images for the 

case of a small dataset. For the case of a dataset of eighty images, the distribution of «crack»-

type defects in the hidden space after training the variational autoencoder is demonstrated. 

Examples of images with defects sampled from different parts of the distribution of latent 

factors are given. For the case of images of cracks, the continuity of the hidden space is 

demonstrated, when one image is sufficiently smoothly transformed into another on the way 

through the space of hidden features. A method for obtaining superimposed images based on 

the use of variational autoencoders is proposed. This method seems to be promising, since it 

allows automating the process of obtaining superimposed images. Examples of generated 

cracked superimposed images are shown. 
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1. Introduction 

An important task facing the specialists of most manufacturing enterprises is a visual inspection of 

the surface of products for defects. In order to improve the quality of control of samples and reduce the 

time of inspection of samples, it is proposed to use a convolutional neural network [1-2], which will 

make it possible to classify defects on products. One of the main problems that researchers face when 

training neural networks is the small number of images with defects on which the network will be 

trained. The emergence of generative adversarial networks [3-6] and variational autoencoders [7-10] 

naturally leads to the idea of using generator data to expand the training dataset. The purpose of this 

article is to test the possibility and feasibility of using variational autoencoders to expand small training 

sets. 

2. The concept of a variational autoencoder 

An autoencoder is a device that consists of two parts - an encoder and a decoder. The task of the 

encoder is to downsize input data such as images. For example, we have a black and white image that 
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consists of D pixels. Consider this image as a vector in D - dimensional space. The encoder's task is to 

map a D-dimensional vector into a vector of a lower dimension d. The d-dimensional space of vectors 

itself is called hidden (latent) or the space of hidden factors. The resulting d-dimensional vector contains 

information about the most characteristic features of the original images. The task of the decoder is to 

map the hidden vector into an image that is as close as possible to the original one. Neural networks act 

as an encoder and decoder. 

The main idea of variational autoencoders [7-10] is that the coordinates of the vectors of the hidden 

space are considered as continuous random variables with their own mean and variance, and the encoder 

network generates not the hidden vectors themselves, but the parameters of their distributions, that is, 

the mean and variance [11-12]. Thus, the encoder network must have outputs: d outputs are the 

mathematical expectations of the latent vector components, the remaining outputs are the standard 

deviations of the components. The decoder network will have d inputs. The distribution of the hidden 

space points obtained after training the autoencoder should be close to the normal distribution with a 

zero mean value vector. 

Taking into account the research results presented in the sources [7-8, 13], we can conclude that 

training images that carry some essential feature (for example, a smile on a person's face) should not 

differ significantly. For example, if there is a need to construct a hidden vector [7-8] encoding a smile 

on a human face, then the autoencoder needs to present a set of images of smiling faces that are 

photographed from a close angle and occupy a fixed location in the photograph. Moreover, no matter 

what emotions of a person are captured in a photograph, all these images have the same abstract features 

- nose, eyes, mouth, ears. And these abstract features should not be significantly displaced relative to 

each other in the photographs from the training set. Otherwise, in the process of training, a certain 

cluster of hidden space can be allocated, which encodes minor features [14], for example, a background 

texture. At the same time, an important feature will be "suppressed": instead of identifying an essential 

feature, the network in the learning process will be "distracted" by processing unnecessary information. 

3. Attempting to smoothly sample cracked images in the case of a small 
training set 

As an example, we will consider images of "crack" -type defects. The set consists of 80 black and 

white images. Examples of some of them are shown in Figure 1. On these images, three essential 

features can be identified: broken lines (a sign of the crack itself), the surface texture of the product, as 

well as sharp transitions (product boundaries). For simplicity of visualization, we will consider a two-

dimensional hidden space. The challenge is to try to construct latent vectors that encode these essential 

features. In the process of solving the problem, we will establish how suitable the prepared training set 

is for training a variational autoencoder. 

 

   
 

Figure 1:  Examples of defects of the «crack» type from the training autoencoder dataset 

The variational autoencoder was based on the architecture proposed in the source [15]. The training 

was carried out for 100 epochs, the size of the minibatch was 10. The RMSprop method was chosen as 

the optimization method [1]. When training the network using Keras library functions, the initial 

learning rate was set to 
32 10 . The rest of the parameters of the RMSprop algorithm, as well as the 

initial values of the weights and thresholds, were left by default. 



The representation of the distribution of "crack" -type defects in the hidden space after training is 

shown in Figure 2. 

 

 
 

Figure 2:  Representation of the distribution of «crack» type defects 

The dots in the figure show the coordinates of the     1 2x , xi i   vectors of the mathematical 

expectation obtained for the images xi
from the training set. It can be noted that the obtained distribution 

really, in the first approximation, resembles a normal distribution with zero expectation. In the resulting 

distribution, it is difficult to identify areas encoding one of the three essential features. First of all, it is 

important to find the hidden vectors encoding the broken lines. On the Figure 2 it is possible to estimate 

the area from which the hidden vectors will be selected: to generate artificial images, values from the 

segment [-15; 15] must be fed to the first input neuron of the decoder, and on the second input neuron 

the values from the segment [-10; 10] should be chosen. We will move in increments of 0.1 for each 

segment. Examples of the images obtained are shown in Figure 3. 

It is clearly seen that in the learning process, it was possible to effectively encode only one essential 

feature - abrupt transitions, that is, product boundaries (Figure 1). In addition, an area of hidden space 

has been identified that encodes cracks in the images. The images in Figure 3 well demonstrate the 

continuity of the hidden space, when one image is rather smoothly transformed into another on the way 

through the space of hidden features. 

However, all the cracks that can be discerned in the generated images are only a small part of the 

dataset. It is interesting to note that the cracks in Figure 3 are almost always double, that is, one crack 

stretches along the other. Perhaps this very structure of defects was understood by the autoencoder as 

an essential feature. That is, during the training process, the autoencoder was unable to identify a certain 

universal feature inherent in all cracks in the training set: neural networks "looped" only on a few cracks 

from the dataset and revealed essential signs of these cracks. 

An explanation for this effect was given earlier: when constructing a hidden vector encoding some 

essential feature, training images carrying this feature should not differ significantly. That is, the 

training package was initially prepared incorrectly. From the samples shown in Figure 1, it is clearly 

seen that all broken lines in the images have different orientations, geometrical sizes and structures. In 

addition, abstract features cannot be identified for cracks (such are, for example, lips on a person's face), 

so the requirement that abstract features should not be significantly displaced relative to each other in 

photographs from the training set loses its correctness. 

Figure 3 below shows examples of fractured images sampled from different parts of the latent factor 

distribution. 

 



    
 

    
 

Figure 3:  Examples of cracked images, sampled from different parts of the latent factor distribution 

The above example showed that the use of a small number of significantly different images, most 

likely, will not allow significantly expanding the training set using a variational autoencoder, since there 

are great difficulties in constructing a hidden vector that determines the geometry of the fractures. 

 

4. Image overlay method 

It is important to observe the requirement of close proximity of essential features on images from 

the training set only in cases where there is a small training set, and at the same time it is required to 

obtain smooth transitions between the generated images. A small set (of the order of a hundred images) 

of significantly different images can be used to obtain superimposed images, when the generated image 

is an overlay of several cracked images. 

The variational autoencoder in the learning process will construct hidden vectors that encode 

essential features for different groups of images (for example, for faces and numbers). The more the 

groups of images differ, the further the indicated vectors will be spaced apart in the hidden space. To 

obtain a superimposed image, vectors from distant clusters are summed, the resulting vector is fed to 

the decoder [1-2]. 

The main idea behind obtaining superimposed images is that essential features must be selected for 

each image separately. As a result, scattered clusters will be obtained in the hidden space, in which the 

essential features of each image are encoded (the number of clusters will be equal to the initial number 

of images). To do this, you need to prepare many copies (at least five hundred) for each image. In the 

case of ordinary autoencoders, such a technique would be completely useless. For a variational 

autoencoder, the situation is different: the hidden vectors arriving at the input of the decoder in the 

learning process are sampled using a "trick" (this is an established term) of reparametrization [7, 16]. 

The peculiarity of this trick lies in the fact that at each training iteration, new coordinates of the hidden 

vector will arrive at the input of the decoder, even if the same image is supplied to the input of the 

encoder. 

Let us illustrate the proposed technique (Figure 4, Figure 5). 

 



 
 

 
 

 
 

 

Figure 4:  Sample images on the basis of which the overlay images will be generated 

We will restrict ourselves to only three images shown in Figure 4. We will generate an image on 

which these defects will be combined (two defects of the "crack" type and a defect of the "pore" type). 

Let's create 500 copies for each of the defects. The architecture of the encoder and decoder was left the 

same, the dimension of the hidden space is equal to two. Inside the minibatch should be presented 

samples of those images that we want to combine. The training took place over 20 epochs. 

 

     
 

Figure 5:  Examples of superimposed images with defects obtained using a variational autoencoder 
based on the images in Figure 4 

The cracks in the generated image (Figure 5) look clearer than they are now, since there were twice 

as many cracks in the training set of images. The realism of the image can be increased by increasing 

the dimension of the hidden space. At the next stage of the study, it is necessary to use the obtained 

overlay images to expand the training dataset intended for training neural networks that perform 

classification tasks. Comparison of the percentage of correctly recognized images for the cases when 

the network was trained on the original and extended sets, allows to evaluate the efficiency of using the 

generated images in the process of training the network. 

In [17], a similar problem was solved to quantify the accumulation of damage in metal structures 

during cyclic loading using a cellular automaton and a neural network that performs the classification 

task. Within the proposed procedure, images were generated by applying the developed rules of 

behavior of the cellular automaton. Each iteration of the cellular automaton simulated a load cycle of a 

metal structure from 1 to N. The cell value on the N + 1 cycle was determined by the state of its 

neighbors from the Moore neighborhood on the N-cycle. The images generated in this way were used 

to form the training set of the convolutional neural network presented in [18]. The best result in the 

study was 86.43%. Analysis of the obtained neural network classifier in the work’s results suggests that 

the use of additional images can increase the classification accuracy by 8%. The results of the study 

[17, 18] allow us to expect a similar effect (increasing the accuracy of the classifier), when the 

convolutional network with the similar structure is used and trained on a sample of images, 

supplemented with an autoencoder. 
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