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Abstract 
A mathematical model has been developed for ranking high-level verification scenarios (manual 

tests) when forming a pool of regression tests. The model takes into account the significance of 

selection methods based on the analysis of previous runs of regression tests, the opinion of the 

expert group, the specifics of the changes made in the current release, and also has the ability to 

use an arbitrary number of additional test selection methods. The model can be used to analyze 

historical data of regression test runs using neural networks in order to identify the most effective 

approaches to selecting tests for regression testing. The model can be implemented in a software 

package that interacts with various testing management systems in order to significantly 

accelerate the formation of a pool of regression tests with a different approach to selection, which 

can be used by a test engineer of average qualification and without a deep understanding of the 

features and architecture of the information system being developed. 
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1. Introduction 

The process of developing information systems (IS) [1] is a complex multi-stage procedure. The 

resulting IP may have specific features - for example, due to the scope of application of this IP. At the same 

time, most IS should be reliable, fault-tolerant and easy to use. To ensure these IS parameters, there are 

specific approaches to the implementation of IS development projects, such as the Waterfall model [2] and 

the V-model [3]. In conditions of high competition in the market of developers IS, as well as to obtain a 

working prototype of the system in the shortest possible time, an Iterative model [4], a Spiral model [5], a 

RAD model [6], Agile [7] and so on can be used. At the same time, in each of these models, considerable 

attention is paid to the testing procedure [8]. 

The main task of the testing procedure is to detect and log errors. In the future, analyzing the errors 

found, it can be concluded that the IS is ready to be transferred to the customer or end user for operation. 

During the period of active development and operation of the IS, a large number of methods for finding 

errors in the system were developed, depending on the specifics of the IS, its scope of application, display, 

complexity, architecture, and so on. Not only working IS prototypes can be tested, but also isolated modules 

[9], documentation [10], development processes [11]. Correct and timely application of testing procedures 

reduces the time and cost of development and increases the attractiveness of the IS from the user's point of 

view and, consequently, increases the commercial success of the developed IS. 
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Currently, the most popular model of IS development is Agile, which allows you to flexibly approach 

the formation of the order of implementation of IS capabilities both at the start of the project and in the 

process of its execution. Iterations ("sprints") are used for gradual functional growth of the IS [12], which  

usually last about two weeks. At the same time, within one iteration, all the necessary testing procedures 

must be performed, such as smoke [13], integration [14], functional [15], regression [16] types of testing. 

In addition, depending on the specifics of the system, you may need to perform other types of testing, such 

as performance testing [17] or security testing [18]. It should be noted separately that in the conditions of 

extremely tight deadlines for the development of modern IS and, often, a lack of qualified personnel to 

perform full-fledged testing, a situation may arise when all the necessary types of testing cannot be 

performed in a timely manner. For example, smoke testing, if there are test scenarios, can be performed by 

an engineer of low qualification. At the same time, the list of tests for regression testing (RT) must first be 

correctly formed, which cannot be performed by a test engineer with insufficient qualifications and who 

does not have a deep understanding of the specifics and architecture of the developed IS. 

In the process of creating a pool of regression tests, three main tasks are solved [19]. Within the 

framework of solving the problem of selecting scenarios for RT, the following approaches are known: 

 integer programming approach [20]; 

 Data-flow analysis approach [21]; 

 symbolic execution approach [22]; 

 dynamic slicing based approach [23]; 

 graph-walk approach [24]; 

 textual difference approach [25]; 

 the approach of dividing the graph of system dependencies (SDG Slicing approach) [26]; 

 Path analysis [27]; 

 Firewall approach [28]; 

 Cluster Identification [29]. 

Unfortunately, almost all of these approaches are focused on analyzing the IC code and are of little use 

for test engineers who search for errors from the point of view of the graphical user interface and operate 

high-level tests. The selection of tests can be performed separately using test filtering in test management 

systems [30], based on the analysis of the results of previous launches [31] or based on the opinion of an 

expert group. To increase the speed of forming a pool of regression tests and reduce the number of missed 

scenarios for RT, with which it would be possible to detect an error, it is necessary to develop a 

methodology that would take into account an arbitrary number of test selection parameters for RT in terms 

of previous launches, newly made changes to the IS, the opinion of the expert group, and could also be 

freely scaled using additional test selection approaches. 

2. The methodology of forming the RT pool based on the analysis of changes in 
the UI 

In the conditions of using the "continuous integration/continuous delivery" approach (CI/CD) [32] in 

the process of developing IS and the absence of" code-freeze " [33], there is a need for rapid (literally – 

within a few minutes) formation of a pool of RT that is relevant at the moment – with a certain list and 

configuration of components that would take into account the changes made, take into account the potential 

mutual impact of the changes made, and so on. The formed pool of tests should be ranked in such a way 

that at the beginning of the list there are tests, the implementation of which will allow us to detect errors in 

the most critical areas of the IS as efficiently as possible and, therefore, to make a conclusion about the 

quality of the IS as quickly as possible. Thus, the tests performed at the beginning of regression testing are 

more valuable for making a decision about the readiness of the IS for transfer to the customer, while 

continuing to perform RT with each test will be less important in terms of the importance of the detected 

errors (Fig. 1). 



 

 
Figure 1: Performance of ranked RT 

 
For the selection of high-level regression tests, the following approaches are most often used: 

 according to the importance of the test (high/medium/low); 

 by the number of errors detected by this test; 

 by the date of the last launch; 

 by duration of execution; 

 by testing area; 

 by the degree of updating of the component/code area. 

Depending on the specifics and architecture of the developed IS, the list of methods that can be used for 

selecting tests for RT may vary, for example, for microservice IS, it is very useful to use a selection method 

that takes into account the degree of potential impact of the changes made to the components adjacent to 

the microservice, while this method cannot be applied in an IS with a monolithic architecture. 

For the correct formation of a ranked pool of regression tests, it is necessary to use not one of the 

proposed approaches, but a set of them. In this case, the significance of the test (ST) can be calculated as 

the sum of the test values for each of the applied selection approaches: 

𝐼𝑎 =∑(𝐼1 + 𝐼2 +⋯+ 𝐼𝑛) 
(1) 

 

where: Iа – total ST; I1 – ST selected by the method 1; I2 – ST selected by method 2; In – ST selected by the 

method n. 

It is obvious that the approaches to selecting tests for the RT pool are unequal and differ in efficiency 

from the point of view of finding errors in the developed IS. To take into account the different effectiveness 

of selection approaches, as well as in the case of selecting tests using approaches that rank tests by certain 

numerical values (for example, the number of errors detected by the test), the coefficient k is used: 
𝐼𝑎=∑(𝑘1𝐼1 + 𝑘2𝐼2 +⋯+ 𝑘𝑛𝐼𝑛) (2) 

 

The coefficient k is selected by the expert group on the basis of a comprehensive assessment of this 

approach to the selection of RT from the point of view of error detection. 

Another effective way to select scenarios for RT is to analyze previously performed sets of regression 

tests. The number of RT launches that need to be analyzed is specific to each of the projects and depends 

on many factors, for example, the frequency of RT launches, the amount of functional gain between RT 

launches, the number of other IS testing methods that are used in the process of IS development, and so on. 

It should be taken into account that the analysis of previous RT launches does not take into account the 

specifics of the current version of the IC on which RT is planned to be launched (which modules were 

updated, which new functionality was introduced, which errors were fixed, etc.), therefore, it is necessary 



 

to take into account the opinion of the expert group, which makes a consolidated decision on the value of 

the ST for each of the RT selection methods for the current release. 

In addition, the availability of historical data on previous RT launches will make it possible to implement 

effective training of neural networks [34] to generate coefficients for various RT selection approaches. 

The resulting ST of each of the tests can be calculated as the sum of ST for each of the ranking methods 

(expert group, analysis of historical data or generated using neural network technology): 
𝐼𝑡=∑(𝐼ℎ + 𝐼𝑒 + 𝐼𝑚𝑙) (3) 

 

where It – total SТ; Ih – ST calculated using historical data;Ie – ST calculated using expert group; Iml – ST 

calculated using neural network technology. 

When using an arbitrary number of ways to rank ST, the formula (3) is transformed into the following 

form: 

𝐼𝑡=∑(𝐼1 + 𝐼2 +⋯+ 𝐼𝑛) (4) 
 

where It – total SТ; I1 – ST calculated using method 1; I2 – ST calculated using method 2; In – ST calculated 

using method n. 

3. Application of a mathematical model for calculating the significance of tests 
in the formation of a pool of RT 

The presented mathematical model can be implemented in a software application that allows you to 

flexibly adjust the coefficients for each of the selection methods by an expert group (Fig. 2) and also 

determine the coefficients when analyzing historical data (Fig. 3). 

 

 
Figure 2: Form for setting parameters and weights for selecting regression tests 
 



 

 
Figure 3: Setting up automated generation of weight coefficients 

 

This application quickly forms a pool of regression tests, ranked by the significance of the test in terms 

of the effectiveness of finding errors in the work of the information system being developed (Fig. 4) 

 

 
Figure 4: Ranked list of RT 

 

The use of a mathematical model for selecting regression tests using the developed software package 

led to an increase in the detected errors during one regression testing session by 11% for an IC with a high 

functional increase during the development iteration and by 6% for an IC with an average functional 

increase (Fig. 5). 

 



 

 
Figure 5: Increase in detected bugs 

4. Conlusion 

Using the proposed mathematical model of the RT pool formation allows you to quickly create a list of 

tests ranked in terms of the effectiveness of detecting errors in the developed IS, which can be calculated 

for a certain execution time (4 hours, a day, a week, and so on) and can be quickly re-formed if any 

significant changes are made to the code of the tested IS. 

Using the application, with an implemented mathematical model of RT selection, allows you to 

significantly reduce the time costs for forming a RT pool, avoid mistakes when choosing tests, and also 

perform test selection for employees without high qualifications and a deep understanding of the 

architecture of the developed IS. 
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