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Abstract 
Caustic illumination frequently appears in the real life, however, this type of illumination is 

especially hard to be rendered in real-time. Currently, some solutions allow to render the 

caustic illumination caused by the water surface, but these methods could not be applied to the 

arbitrary geometry. In the scope of the current article, we present a method of real-time caustics 

rendering that uses the DirectX Raytracing API and is integrated into the rendering pipeline. 

The method is based on using additional forward caustic visibility maps and backward caustics 

visibility maps that are created for light sources and the virtual camera correspondingly. The 

article presents the algorithm of the developed real-time caustics rendering method and the 

results of testing its implementation on test scenes. The analysis of the dependence of the 

rendering speed on the depth of specular ray tracing, the number of light sources, and the 

number of rays per pixel is carried out. Testing shows promising results which can be used in 

the modern game industry to increase the realism of the virtual world visualization. 
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1. Introduction 

The caustic illumination [1] frequently appears in real-life experience. The simplest example of this 

effect would be the illumination of a table by a light passing through a glass of water as is shown in 

Figure 1. 

 
Figure 1: An example of caustics caused by the glass of water 

 

Even though this type of illumination is quite common in real life it is not that feasible to be 

simulated by the methods of computer graphics, especially if real-time image rendering is required, e.g., 

in computer games. Rendering methods used in computer games mainly use rasterization techniques 

that is a method for projecting the scene objects to the virtual camera [2], however recently the DirectX 

Raytracing (DXR) [3] was presented, that allows using the raytracing API and combine different 

rendering techniques in the real-time applications. At the same time, NVIDIA presented the Turing 

technology for their GPUs allowing them to speed up the ray hit search up to ten times comparing to 

the previous generations [4]. So, the adaptation of the existing rendering algorithms, realistic rendering 

methods, and various realistic optical effects to be effectively used with the real-time rendering with 
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the DirectX Raytracing is an urgent challenge. In the scope of the current paper, we present an approach 

for effective accounting for the caustic type of illumination when designing the realistic rendering 

algorithms to be used with the DirectX Raytracing API. 

2. Related works 

For the correct caustic illumination calculated the rendering method should be based on physically 

correct laws of the light propagation and transformation. This type of rendering method is called 

realistic rendering and is based on calculating the visible luminance 𝐿(𝑝, �⃗�𝑟) for each pixel 𝑝 in the 

observation direction �⃗�𝑟 of the virtual camera by solving the James Kajiya rendering equation [5]: 

𝐿(𝑝, �⃗�𝑟) = 𝜏(𝑝)
𝑛𝑟
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where 𝐿0(�⃗�, �⃗�𝑟) is the self-luminance of a surface at the point 𝑝; 𝜏(𝑝) is the transmission coefficient of 

the medium on the path from the virtual camera to the observed surface; 𝑛𝑟 is the refractive index of 

the virtual camera medium; 𝑛0 is the refractive index of the medium on the surface in the direction of 

observation; 𝐿𝑖(𝑝, �⃗�𝑖) is the luminance, incident on the surface in direction �⃗�𝑖; 𝑓(𝑝, �⃗�𝑖, �⃗�𝑟) is the 

Bidirectional Scattering Distribution Function (BSDF) value for the direction of the incident light �⃗�𝑖 
and the direction of observation �⃗�𝑟; �⃗⃗� is the surface normal at the point of observation. 

Since the rendering equation is an integral equation with an infinite recursion it is traditionally solved 

with the Monte-Carlo method. So the formula (1) is transformed the following formula: 

𝐿(𝑝, �⃗�𝑟) ≈ 𝜏(𝑝)
𝑛𝑟
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where 𝑁 is the number of samples. 

This equation is traditionally solved with methods of backward ray tracing [6], forward ray tracing 

[7], bidirectional ray tracing [8] and its modifications [9], forward [10], and backward [11] photon 

mappings. The most effective methods for caustics visualization are based on the photon mapping 

[12][13] or backward photon mapping [14]. When talking about real-time caustics visualization in 

gaming industry the most common type is the visualization of water that is performed by calculating 

the animated texture of water illumination and normals in advance and then projecting them to the 

underwater surfaces [15]. Another real-time caustics visualization method is using caustic maps [16], 

however, this solution is limited by a single event of specular reflection or refraction. To speed up 

caustic maps creation they could also be built using the deferred shading [17]. 

When designing the real-time realistic rendering based on the DirectX Raytracing it should follow 

the DXR raytracing pipeline and use the corresponding API [18]. The most promising CPU rendering 

method is the progressive backward photon mapping [19] as it uses fewer resources with the same 

rendering quality, however, due to different computation architecture and resource limits, it is not 

possible to use the CPU rendering method directly, so new algorithmic approaches should be developed. 

3. The rendering method 

In the scope of the current research, we distinguish two types of caustics. The first type is caustics 

which is observed directly, and the second type is observed through other specular objects. The two 

types of caustics are shown in Figure 2. 



 
Figure 2: The caustics of the first type (to the left) and the second type (to the right) 

 

Our research of different rendering methods showed that the most realistic caustic illumination with 

the same rendering speed is achieved when using the backward photon mapping method. However, in 

its pure form, the result of its implementation on GPU looks ineffective, so the final algorithm combines 

these ideas with forward ray tracing and caustic maps. As a result, the developed rendering method can 

be divided into four main phases integrated into the single DirectX rendering pipeline: 

1. the global illumination calculation, 

2. calculation of the caustics of the first type, 

3. calculation of the caustics of the second type, 

4. image filtering. 

3.1. The global illumination 

To calculate the global illumination, we use the method of Deferred Shading. Its main idea is to 

separate the calculation of positions and properties of surfaces from the final illumination. In the general 

case, this is achieved by a single rendering of all visible objects of the scene into several render targets 

(RT), which are called geometric buffers (G-Buffers), in which the position of the displayed object is 

recorded for each point of the image (usually in the form of the distance from the observer), normal to 

the surface and any other parameters of the material that are involved in the luminance calculation. 

Thus, the calculation of the global illumination in the simplest case consists of three steps: 

1. creation of G-Buffers, 

2. calculation of shadowing, transparencies, and reflections, 

3. the final luminance calculation. 

These algorithms are well described in works [20] and [21] and are outside of the scope of the current 

article. 

3.2. The caustics of the first type 

To calculate the caustics of the first type, it is required that the global illumination is calculated in 

advance and depth map G-Buffer is present. 

At first, the creation of the G-Buffers for depth maps, surface normals, and surface optical properties, 

for each of the scene light sources should be performed. To speed up the further calculations the light 

sources that do not form any caustic illumination are omitted in the following steps. It should be noted 

that this step can be performed at the same time as calculating the scene shadowing. Figure 3 illustrates 

the creation of these G-Buffers. In this example the 3rd light source does not form the caustic 

illumination, so no visibility map is created. 



 
Figure 3: Creation of the caustic visibility maps 

 

The creation of the caustic visibility maps replaces the first step of ray tracing. The use of 

rasterization in this case significantly reduces the computation time and allows determining areas within 

which it makes sense to trace further rays. This also allows us to adjust the rays emitting PDF. 

The primary generation of rays is carried out on a grid with a dimension equal to the visibility map 

resolution. So, it makes sense to combine light sources with the same grid resolutions into texture arrays, 

adding a third dimension to the generation grid with a value equal to the size of the array. Before 

generation, the values of the reflectance and transparency coefficients of the surface are read from the 

G-Buffer at the point corresponding to the index of the ray in the grid. If both values are 0, then no ray 

emission is required at that point. Otherwise, depending on the coefficient values, a reflected and/or 

refracted ray is emitted. The ray origin is taken from the depth map, the direction and flux are 

determined using importance sampling with a probability distribution corresponding to the surface 

BSDF, for this, the value of the normal map and, optionally, other surface properties are read from the 

corresponding G-Buffers. 

When the rays intersect with the surface, in the first place, similar to the primary generation, the 

parameters of reflection and refraction are calculated to decide whether new rays should be launched. 

To limit tracing, you can either use the Russian Roulette method, or set a recursion limit, or set a limit 

on the number of repeated rays per pixel. The ray-tracing algorithm is shown in Figure 4 (a). 

Each hit of the ray on the surface is accompanied by an assessment of the visibility of the intersection 

point from the camera. For this, its coordinates are transformed from the world space to the camera 

space using the corresponding matrices. The result is the distance to the camera and the coordinates of 

the image point from which the intersection is visible. Since the depth map from the camera side has 

already been calculated in G-Buffer, to determine the visibility, it is enough to compare these data with 

each other. So, the backward ray tracing is replaced with faster rasterization as is shown in Figure 4 (b). 



   
Figure 4: The forward ray tracing (a) and caustics visibility estimation (b) 

 

The resulting caustics luminance carried by each forward ray is calculated according to formula (2) 

and is atomically added to the previously accumulated luminance at the corresponding point of the 

image. 

3.3. The caustics of the second type 

At first, for accounting the caustics of the second type it is required that along with the depth map 

G-Buffer of the global illumination step, the caustics of the first type are also calculated, and caustics 

visibility maps are created. 

The algorithm for calculating caustics of the second type is using the ideas of backward photon 

mapping, but to account for the caustic illumination only. At the first step, the camera caustics visibility 

map is created. The backward rays are emitted and traced through the scene until the event of diffuse 

scattering occurs. These rays are traced only through pixels that have specular properties stored in 

corresponding G-Buffers and backward rays are traced from the first hit point which is also stored in 

the G-Buffers. The backward ray tracing with backward caustics visibility maps creation is shown in 

Figure 5. 

 
Figure 5: Backward ray tracing and creation of the backward caustics visibility maps 



Each of the hit points that were created after the backward ray-tracing step along with other data 

stores integration sphere radius and the coefficient of transmittance that was accumulated on the ray 

path. Then the two-level acceleration structure is created for the set of spheres, where bottom-level 

acceleration structure (BLAS) stores spere and top-level acceleration structure (TLAS) is built over the 

set of BLAS. Each BLAS is represented with the same spherical object and transformation matrix 

containing 12 floats. So, this acceleration structure would occupy up to 92Mb of memory for an image 

with a resolution of 1920x1080. 

The last step is checking for the intersection of previously created 1st type caustics with backward 

caustics visibility maps. The check should be performed only for objects with equal object identifiers 

and positioned at the same side of the scene surface for reflective objects. Due to ray might hit several 

visibility spheres, the Any Hit Shader of the ray-tracing pipeline should be used. Figure 6 schematically 

shows this method. 

 
Figure 6: Intersecting the forward caustics with the backward caustics visibility maps 

3.4. Image filtering 

The use of stochastic rendering methods inevitably leads to a noisy final image. One way to solve 

this problem is to increase the sampling rate, but since the calculations are done in real-time, the number 

of traced rays is severely limited. In this case, noise reduction algorithms [22] can be used. The most 

promising denoiser is NVIDIA Real-Time Denoiser (NRD) [23] that uses a history of 32 frames along 

with additional image data and requires only about 5ms to filter the single 1920x1080 frame. 

Figure 7 shows the complete real-time rendering algorithm scheme with all steps described above. 



 
Figure 7: The real-time rendering algorithm principal scheme 

 

In this scheme green and purple blocks represent the general rendering parts and algorithm flow 

control, blue blocks are for calculating the 1st type of caustic luminance, red blocks are for calculating 

the 2nd type of caustic luminance. 

4. Results 

The described above algorithms were implemented basing on the Microsoft Mini-Engine renderer 

[24]. This renderer is based on the DirectX Raytracing and is distributed under MIT license. Along with 

implementing the caustics illumination algorithm, the following modifications were done: 

 the realistic BDF-based surface model [25] was implemented, 

 the luminance calculation was modified to be more physically correct, 

 the GLTF file format importing was implemented, 

 the deferred shading was implemented, 

 the PDF-based reflection model was added, 

 other minor code corrections. 

The testing was performed on the mobile NVIDIA GeForce RTX 2060 GPU. The test scene which 

is used in the scope of the current article is the modified Crytek Sponza scene. The default rendering 

parameters are: 

 the resolution of the caustic map is 512x512, 

 the number of rays per pixel is 1, 

 the number of light sources is 3, 

 the ray-tracing depth is 4. 



The real-time rendering required to have at least 30fps (33.3ms per frame), however, 60fps is 

preferable (16.6ms per frame) that will be used as a meter of whether the rendering method meets the 

real-time criteria. The final image filtering was disabled for a better estimation of the rendering quality. 

Figure 8 shows the comparison of the rendering results with and without additional steps required for 

the caustics component calculation. 

 
Figure 8: The rendering results without and with additional ray tracing steps 

 

The scalability of the caustic rendering method when increasing the number of light sources was 

tested. The testing result is shown in Figure 9. Each additional light source required 1.3ms if it is visible 

from the virtual camera and 1.05ms if it is not. 



 
Figure 9: A frame rendering time depending on the number of light sources 

 

In Figure 10 and Figure 11 the test results of rays per pixel variation are shown. As it can be seen 

the rendering quality of 0.75 rays per pixel is enough for caustics visualization, and the visible image 

noise can be reduced by using real-time filtering. 

 
Figure 10: The caustics rendering quality depending on the number of rays per pixel: 0.25 rays per 
pixel (a), 0.5 rays per pixel (b), 0.75 rays per pixel (c), 1 ray per pixel (d), 2 rays per pixel (e), 4 rays per 
pixel(f), 8 rays per pixel (g), and 25 rays per pixel (h) 

 



 
Figure 11: A frame rendering time depending on the number of rays per pixel 

 

In Figure 12 and Figure 13 the testing result of maximum specular ray tracing depth variation is 

shown. As it can be seen from the presented images, increasing this parameter to more than 4 doesn’t 

give any significant increase in the image quality. Moreover, the non-linear increase of the frame 

rendering time shows that in most cases the ray tracing stops before reaching the limit. 

 
Figure 12: The caustics rendering quality depending on the ray tracing depth: 1 event (a), 2 events (b), 
3 events (c), 4 events(d), 8 events(e), and 16 events (f) 



 
Figure 13: A frame rendering time depending on the ray-tracing depth 

 

Testing showed that the presented rendering method both shows good image quality and meets the 

real-time criterion on the middle-level NVIDIA RTX GPU. The optimal rendering parameters are ray 

tracing depth equal to 3 events, and 0.75 rays per pixel. The number of rays per pixel could be lowered 

up to 0.5 if good filtering method is used. 

5. Conclusion 

In the scope of the current research, authors have developed the realistic real-time caustic 

visualization method that used DirectX Raytracing API and can be integrated into the DirectX 

Raytracing visualization pipeline. The caustics visualization speed linearly depends on the number of 

light sources that can result in caustic illumination. Testing results showed that the designed solution 

can be executed in real-time with up to 60fps. The achieved results may be used in the development of 

the modern games and in virtual reality systems that should significantly increase the immersion into 

the game or virtual world. 
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