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Abstract
This work is devoted to the algorithm for recognizing the direction of a operator’s gaze. The paper considers the method of classifying the direction of gaze. The algorithm proposed in this paper allows to determine the driver’s gaze direction, which helps to protect the driving process. In the proposed work, we reviewed the algorithms and methods used to recognize the human gaze in various conditions. For each given method, a list of their positive and negative qualities is indicated. Based on the results of the review, an algorithm for classifying the car driver’s gaze direction is proposed. The proposed algorithm consists of two components. The first part is responsible for the regression of the gaze direction. The second part is responsible for classifying the results of the first part. Experimental evaluation of the developed algorithm has shown that it is effective for the task of classifying the gaze direction. An important advantage of this algorithm is that it does not require repeated training of the algorithm to adapt to other scenarios of gaze direction classification.
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1. Introduction

The task of the operator’s gaze direction recognizing is key in many computer vision systems, such as driver assistance systems, analyzing human attention, determining the most interesting contextual data (for example, on a WEB-page), intelligent compression of media information, and many others. Thus, the creation of a new, more accurate and powerful algorithm for the gaze direction recognizing will improve the quality of these systems.

In this paper we propose an algorithm for solving the problem of classifying the car’s driver gaze direction. Nowadays systems using computer vision algorithms are often used to ensure active security, for example: ADAS. The system for classification of the operator’s gaze, in particular the driver of the vehicle, is necessary for ensuring active safety, as it can prevent the driver from being dangerously distracted from the process of driving the vehicle.

In many countries, there are a number of rules that prohibit drivers of motor vehicles from using the phone while driving, to prevent mass violations of such rules, driver’s gaze detection
system also can be used, determining whether the driver is looking at the road or distracted. If the driver is distracted by the smartphone, warn him about the violation or fine him.

Also, the algorithm for classifying the direction of the driver’s gaze can be used to build a rating of taxi drivers and carsharing, which will ensure the safety of taxi passengers and businesses in the field of carsharing.

To solve the problem of classifying the gaze direction, the use of automatic tools is required. Computer vision algorithms are actively developing, aimed at solving the problem of classifying the gaze direction without using additional technical means. The introduction of such algorithms into the daily life of drivers will increase the level of driving safety.

At the moment, most of the methods used to determine the gaze direction, namely its classification or regression of a three-dimensional angle, use classical approaches and do not resort to the use of powerful, modern neural network algorithms. Based on this, the development of a neural network algorithm for recognizing the direction of the operator’s gaze is a promising task, since neural network methods are much more powerful and accurate than classical methods.

There are single-stage neural network algorithms for classifying the gaze direction, which allow obtaining high-quality results for a fixed work scenario. To apply such algorithms in new work scenarios, a complete retraining of the algorithm is required, which is a big problem. This problem is especially noticeable in the problem of classifying the direction of the driver’s gaze, since car drivers can often change, the driver’s position in the seat can change, and the target set of classes can change depending on the scenario of using the algorithm. Therefore, the task of developing a two-stage algorithm that allows adapt to new scenarios of using the method without retraining.

In the paper we propose a method for classifying the direction of the operator’s gaze, according to the data from the camera that captures the operator, namely the driver of a motor vehicle. The proposed method for determining the gaze direction consists of several important parts. To localize the operator’s face, a face detector is used, and a neural network with a new architecture for this task is used to determine the vector of the three-dimensional gaze angle. Using the results of the algorithm for determining the direction of the three-dimensional gaze angle, it is possible to classify the gaze directions on the zones, which solves the chain that is used to solve the problem of classifying the gaze direction in this work. The proposed method was tested on several different data sets, including a self-assembled data set. As a result, the implemented algorithm of driver’s gaze direction classification allows to achieve high accuracy in different scenarios of driver’s gaze direction classification.

### 2. Related work

The existing methods for determining the direction of the gaze are divided into two categories, the first of which is the methods for classifying the direction of the gaze, and the second is the methods for regressing the direction of the gaze.

Consider the existing methods for recognizing the gaze direction:

- Methods that classify the gaze direction to predefined sectors in a specific work scenario.
- Methods that determine the three-dimensional gaze angle.
2.1. Gaze direction classification algorithm

The task of classifying the gaze direction arose quite a long time ago, so there are a lot of different approaches to solving this problem, in each work the authors offer their own heuristics and their own experimental conclusion.

To solve the problem of classifying the gaze direction, eye models are often developed, since the eye is simply described as a geometric object. In the article [1], the authors suggest using classical methods and a two-stage algorithm. In the first stage of the algorithm, the area containing the face is extracted from the image using Viola Jones, and in the second stage using CLNF (Constrained Local Neural Field) key points inside the eye are extracted. Using the data obtained at the second stage of the algorithm, it is necessary to obtain feature vectors that can be used to solve the classification problem.

In the article [2], the authors propose a neural network method for classifying the gaze direction, they take the Dlib-ml detector of the face and key points of the face, and then determine the position of the eyes. After that, both eyes are fed to the neural network and it builds the probability distribution of the classes of the gaze direction from the two images.

One of the first articles in which the authors proposed to replace the main stage of the algorithm with a neural network was the article [3]. In particular, in this paper, the algorithm for classifying the gaze direction was replaced by a neural network one. Since, according to the authors, the features extracted by the neural network from the image of the eye area can well classify the gaze direction, due to the greater power of neural algorithms.

There are approaches in which the authors try to implement the most qualitative method of gaze classifying, only by the image of the eye area. In such works, the authors pay more attention to the classification method, without being distracted by the task of determining the position of the eye and face. In the article [4], the authors prepared a data set containing placed images of the eye areas in advance and trained their own lightweight neural network classifier on them.

2.2. Three-dimensional gaze angle recognition algorithm

Developing an algorithm for recognizing a three-dimensional angle that determines the exact gaze direction is a difficult task. The accuracy of the existing methods increases every year. Now neural network algorithms are increasingly used for angle regression, since this approach can significantly increase the quality of the final method.

More and more complex neural network models are used to accurately determine the gaze angle. In the article [5], the authors propose to consider and submit to the network input 3 images at once, this is the image of each eye and face as a whole. The main idea of the authors is that the weight of each of these three images varies from case to case. In this way, the authors try to force the network to independently distribute attention between the input images. To do this, a weight regressor is added to the algorithm, which calculates the weight of each of the input images in the final result, namely, the calculated angle of gaze direction. In order to correctly assess the contribution of each of the images to the final result, the article proposes a new loss function that distributes the weight between the features of each of the input images in the final value of the viewing angle.
The old methods often use not only an ordinary camera, but also an infrared camera to reduce the influence of external factors on the operation of the algorithm, since the power of classical methods is much less than that of neural network methods. For example, the article [6] uses an infrared flashlight and a camera with a removed filter to make the lighting in the car more uniform and reduce the influence of external light sources, such as lights on poles, headlights of an oncoming car, sun glare.

Often, in solving the problem of recognizing the gaze direction, the main problem for authors is the fight against occlusions. For example, in a situation where the car is moving, the position and tilt of the head can change significantly, and the lighting can also vary greatly, for example on a sunny day when entering a tunnel. There are many algorithms in which the authors try to come up with a method to deal with the described problem. In the article [7], a new network architecture is proposed, in which an additional network is added before the regressor, designed to create a gaze direction map that is invariant in various scenarios of the algorithm application. To train this network, the authors use marked-up images that already have a gaze map, which imposes significant restrictions on the application of this method in real conditions.

2.3. Datasets used in gaze direction recognition tasks

To solve the problem of determining the gaze direction, a lot of data is required. This is due to the fact that the problem is mainly solved using machine or deep learning methods. Many data sets exist to solve this problem, but most of them are designed to solve highly specialized problems of classifying the gaze direction.

One of the main datasets with eye images is the MPIIGaze dataset proposed in the article [8]. It contains 213659 images depicting 15 different people.

Special methods for generating synthetic data sets are also often developed. One of the most popular synthetic datasets for training models for determining the gaze direction is [9].

There are various specific conditions in which the method of determining the gaze direction has to work, so there are many different forms of data sets. In general, data sets differ in the way they are collected and marked up, but there are also more significant differences. Some data sets are captured on an infrared camera, some are collected using a camera with depth data, such as the data set [10].

There are also simpler datasets that contain only color images of people’s faces taken with a conventional camera. Such datasets are often more popular due to their simplicity and versatility. It is important to note that such data sets are easier to collect, which affects their quality and size. An example of such a dataset is XGaze.

Some data sets are collected using new markup tools, such as using the voice commands of a person who is in the field of view of the camera and is filmed to collect data. An example of such a data set is Driver Gaze in the Wild, it was collected using the method described in the article [11]. The Driver Gaze in the Wild contains 29050 images of 383 different people.

3. Gaze direction recognition

Based on the conclusions drawn from the review of methods and the task of constructing a universal method for determining the direction of the operator’s gaze, the following scheme of
the method was developed.

The method proposed in this paper consists of two parts, the first of which is the regression of the gaze angle, the second is the classification of the obtained gaze angle for a certain scenario of the method.

3.1. Gaze direction regression

All methods for determining the direction of the gaze, in which there is a stage of predicting the vector of the direction of the gaze, are combined by a common task of choosing the target predicted vector and the metric in which the error of the method will be calculated during training.

3.1.1. Metrics and loss function

There are many different metrics (loss functions) for training neural networks, but each task has its own specifics, which significantly limits the choice. Later in this section, the metric used to evaluate the model is also a loss function when training this model.

In our problem, we can predict the gaze direction vector as a three-dimensional vector, namely \( V = (X, Y, Z) \), where \( X, Y, Z \) are the coordinates of the gaze direction vector in three-dimensional space. In this problem, we only care about the directions of this vector, which allows us to use the cosine similarity metric (cosine similarity), which is expressed by the formula (1), where \( A \) and \( B \) are two vectors compared by this metric, and \( n \) is the number of elements in each of the vectors \( A \) and \( B \).

\[
\text{Cosine Similarity} = \cos(\theta) = \frac{A \cdot B}{\|A\| \cdot \|B\|} = \frac{\sum_{i=1}^{n} (A_i \cdot B_i)}{\sqrt{\sum_{i=1}^{n} A_i^2} \cdot \sqrt{\sum_{i=1}^{n} B_i^2}} \tag{1}
\]

The main advantage of such a metric is that after training the method, there is no need to map the vector to a different dimension, and it is enough only to normalize the values that the neural network outputs. But in this context, we can also consider the disadvantages of this approach, namely: an increase in the number of network parameters and a lower speed of calculating such a metric on GPU. It is also worth noting that training a neural network with such a metric does not limit the length of the vectors that the network outputs, since the metric penalizes the method only for divergence in the direction of the vector, which in turn can cause large computational inaccuracies.

On the other hand, to solve the problem of determining the gaze direction, a spherical coordinate system with a fixed radius of the sphere can be used. In this case, it is necessary to predict the vector \( G = (\phi, \theta) \), where \( \phi, \theta \) are angles in a spherical coordinate system, the notation of angles in a three-dimensional coordinate system can be found in the figure ??.

Using the angles \( \phi \) and \( \theta \), as well as the system of formulas (2) with subsequent normalization of the vector \( V = (X, Y, Z) \) by the formula \( V = \frac{V}{\|V\|} \), it is possible to uniquely express the three-dimensional vector of the gaze direction.
\[
\begin{align*}
X &= 1, \\
Y &= X \cdot \tan(\phi), \\
Z &= \sqrt{X^2 + Y^2} \cdot \tan(\theta), \\
V &= (X, Y, Z)
\end{align*}
\] (2)

The unambiguous of converting angles into a vector is confirmed by the fact that the vector of the direction of gaze is located in a positive half-space along the \(Ox\) axis.

Using the representation described above for the vector of the gaze direction has several advantages, including: reducing the number of network parameters, simplifying the loss function used, as well as optimizing the values of angles in some neighborhood of the true value, which does not allow the optimized response vector to increase indefinitely without affecting the value of the quality metric. In this approach, the quality metric \(MSE\) is best suited, which is described by the formula 3, where \(A\) and \(B\) are two vectors compared by this metric, and \(n\) is the number of elements in each of the vectors \(A\) and \(B\).

\[
MSE = \frac{1}{n} \cdot \sum_{i=1}^{n} (A_i - B_i)^2
\] (3)

For a more objective comparison of the models and metrics described above, a basic neural network for predicting the vector of the gaze direction was developed to solve the problem of determining the three-dimensional angle of the gaze direction. With the help of this neural network, it was possible to compare the quality of these models.

It is also necessary to compare the quality of the base model on color and black-and-white images in order to optimize the hardware needs of the method described in this work. It can be argued that for the task at hand, black and white images contain all the necessary information.

Thus, at this stage of the method development, the following conclusions were made: the use of the method of predicting the angles \(\phi\) and \(\theta\) using the \(MSE\) metric shows the best quality, the use of black-and-white images for training the method allows to increase the final quality of the method.

3.1.2. Proposed method

This section describes the main idea of the method of regression of the gaze direction. To implement this idea, a new neural network architecture is proposed, which allows solving the task with high accuracy.

To determine the direction of the gaze, the proposed method uses an image of a person’s face.

The reason for using the face image as a whole was the problem of using only eye images in real conditions of using the method. When using eye images, overlaps often occur and an error introduced by eye detection algorithms has a great influence. In the figure 1, there is an example of overlapping the eye with a pair of glasses in a real scenario of using the method of determining the direction of the gaze, such an example of an image is practically insoluble for the method of determining the direction of the gaze only by the eyes.

The method proposed in this paper has a simple idea-to solve the problem of determining the gaze direction without significantly increasing the requirements for input data. For this purpose,
an extensive neural network architecture was developed, the input of which is supplied only with a black-and-white image of the operator’s face. This network architecture allows decrease of the error and the operating time of the method due to inaccuracies in eye detection, and also allows train the model using a high-quality data set XGaze.

The main purpose of the proposed architecture shown in the figure 2, is a one-stage fully neural network solution to the problem of determining the three-dimensional gaze angle. To do this, several architectures were tried, which include several different-scale paths within the network, which allow the network to focus on different-scale features. The architecture proposed in this paper uses three branches, two of which coincide in architecture and in the scale of the features under consideration, and the third is different and is designed to work with larger-scale features. Such an architecture, according to the assumption, should use two identical branches to isolate small-scale features for each of the eyes from the image, and the third branch should allocate larger-scale features that are responsible for the position of the face, which can be used to determine the direction of head rotation.

This architecture allows to get rid of a more complex scheme of the algorithm, when it is necessary to cut out the parts of the image that depict the eyes, and then submit three images at once to the network input, although with this approach, the complexity of the neural network architecture will not decrease.

In this paper, an alternative approach is also tested, a neural network that receives three images at once: a face, a left eye, and a right eye. This approach does not win over the basic approach described above in terms of the complexity of the neural network architecture, since it also contains three branches. To implement the approach with multiple input images, firstly, it is necessary to select parts of the face image that contain the eyes. To solve the problem of eye detection, it is necessary to involve a separate method that will supply additional noise to the described algorithm. Based on the facts described above, we can conclude that the alternative
3.2. Gaze direction classification

Since the proposed method pursues the goal of achieving a high level of universality, namely, the possibility of applying the method in various scenarios without retraining. To classify the gaze direction, a three-dimensional angle of the gaze direction is used, determined at the first step of the algorithm.

It is necessary to solve the problem of classifying pairs of the form \((\phi, \theta)\) for fixed classes, since from the pair \((\phi, \theta)\) the three-dimensional gaze angle is uniquely determined. The number
of zones into which the field of gaze direction can be divided can be arbitrary, but in this work we will consider the classification of the driver’s field of gaze into 7 zones: left mirror, speedometer, center console, right mirror, right part of the windshield, interior rearview mirror, left part of the windshield. An example of the location of classes in the figure 3.

To solve the classification problem, several different classical methods are tested in this article. For this classification problem, the neural network approach is not very well applicable, since the geometry of the classes is quite simple, and the amount of training data is small, so the classical methods were also tested: Nearest Centroid, K Nearest Neighbors, Tree Classifier.

The K Nearest Neighbors method was chosen as the basic one, according to the set of positive qualities for the problem being solved, since this method allows for a small amount of training data with a fairly simple arrangement of classes to obtain a higher classification quality compared to other methods.

To apply the proposed method, it is proposed to calibrate the classification method for each new car driver, in order to look at each fixed zone for 2 seconds.

4. Experimental evaluation

All neural networks were trained using an Nvidia Geforce GTX 1080 Ti graphics card. The basic model of the regression of the gaze direction was trained on the data set UnityEyes from the article [9] using the same optimizers. The training of the classification method was carried out on the Drivers data set, which was prepared as part of the work on this article.
Table 1
Comparison of 3D angle errors of different architectures on the dataset XGaze

<table>
<thead>
<tr>
<th>Method</th>
<th>3D angle error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proposed architecture</td>
<td>3.14</td>
</tr>
<tr>
<td>Architecture from paper [5]</td>
<td>3.41</td>
</tr>
<tr>
<td>Architecture from paper [12]</td>
<td>4.50</td>
</tr>
</tbody>
</table>

Table 2
Comparison of the accuracy of different classifiers on a part of the data set DriveDS

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nearest Centroid</td>
<td>90.0%</td>
</tr>
<tr>
<td>K Nearest Neighbors</td>
<td>93.1%</td>
</tr>
<tr>
<td>Tree Classifier</td>
<td>88.2%</td>
</tr>
</tbody>
</table>

4.1. Gaze direction regression

In this paper, several architectures are proposed for determining the three-dimensional angle of the gaze direction from the image to the face. The main architecture is shown in the figure 2. The comparison of the quality of the architectures proposed in this paper can be found in the table 1, also in this table the results obtained by the authors of the article [12] on the dataset XGaze are presented, on which the quality of the models is compared.

According to the results in the table 1, it can be concluded that the proposed basic architecture, shown in the figure 2, shows the best results at the moment, while surpassing the result obtained by the authors of the dataset XGaze.

4.2. Gaze direction classification

In the proposed work, several different classifiers of the gaze angle are compared. In the 2 table, there are the results of each of the classifiers on the part of the DriveDS data set that shows one person.

The results in the table 2 are obtained on classifiers that are trained on 120 random examples of angles from each class. It also follows from the presented table that the K Nearest Neighbors method is best suited for solving this problem, which shows the highest results. An important advantage of K Nearest Neighbors is the high speed of operation.

For a more detailed description of the classification methods, we present the class distribution schemes on a two-dimensional plane, Figure 4.

Also, for the classification method K Nearest Neighbors, we give an error matrix for a part of the data set DriveDS that shows one person, the table 3.

The work carried out a cross-comparison of the method’s work on different people from the data set DriveDS, the classification method was trained on the examples of one of the three people, and then tested on the full data set of each of the people. The results of cross-testing are shown in the 4 table.
Figure 4: Division of a two-dimensional plane into classes by various methods of classifying the gaze angle (Left - Nearest Centroid, Right - K Nearest Neighbors)

Table 3
Confusion matrix for the K Nearest Neighbors method on the part of the data set DriveDS (Left-Left, Speed-Speedometer, CntCons-Center console, Right-Right, R Front-Right Front, Rear-Rearview, Front-Front, example in figure 3)

<table>
<thead>
<tr>
<th>True</th>
<th>Predict</th>
<th>Left</th>
<th>Speed</th>
<th>CntCons</th>
<th>Right</th>
<th>R Front</th>
<th>Rear</th>
<th>Front</th>
</tr>
</thead>
<tbody>
<tr>
<td>Left</td>
<td></td>
<td>97.3</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>2.4</td>
</tr>
<tr>
<td>Speed</td>
<td>0.0</td>
<td>96.4</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>2.8</td>
</tr>
<tr>
<td>CntCons</td>
<td>0.0</td>
<td>1.6</td>
<td>95.6</td>
<td>0.0</td>
<td>1.3</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Right</td>
<td>0.0</td>
<td>0.0</td>
<td>1.2</td>
<td>98.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>R Front</td>
<td>1.1</td>
<td>0.0</td>
<td>1.5</td>
<td>3.8</td>
<td>89.9</td>
<td>2.9</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>Rear</td>
<td>1.1</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>4.9</td>
<td>90.8</td>
<td>2.8</td>
<td></td>
</tr>
<tr>
<td>Front</td>
<td>6.1</td>
<td>5.7</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>2.2</td>
<td>85.3</td>
<td></td>
</tr>
</tbody>
</table>

Table 4
Results of cross-testing on different people from the dataset DriveDS

<table>
<thead>
<tr>
<th></th>
<th>Test Person1</th>
<th>Test Person2</th>
<th>Test Person3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Train Person1</td>
<td>93.2%</td>
<td>80.1%</td>
<td>84.6%</td>
</tr>
<tr>
<td>Person2</td>
<td>85.5%</td>
<td>85.3%</td>
<td>75.3%</td>
</tr>
<tr>
<td>Person3</td>
<td>89.5%</td>
<td>74.0%</td>
<td>89.3%</td>
</tr>
</tbody>
</table>

The results in the table 4 indicate that the method proposed in this paper allows it to be applied to various people without significant quality losses. It can also be concluded from the table that the calibration of the method does not always give a significant increase in quality, which means that universal parameters can be used for several drivers of the vehicle.

The average speed of the method is 6 frames per second on the graphics card Nvidia GeForce GTX 1080 Ti.
5. Conclusion

The algorithm proposed in this article allows us to obtain high accuracy of the classification of the operator’s gaze direction using a two-stage algorithm, the first stage of which is the regression of the gaze direction, and the second is the classification of the obtained gaze direction vector. The main advantage of the proposed method is a high level of versatility. There is no need to retrain the method to switch to a new scenario of the classification algorithm.
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