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Abstract
Recognition of road signs is an important part of the control systems of autonomous vehicles and driver
assistance systems. Modern recognition methods based on neural networks require large well-labeled
datasets. Marking up data is quite expensive, but it is even more difficult to mark up rare classes of objects.
To solve this problem in this article, we use synthetic data. We improve the marking of the Russian
traffic signs dataset (RTSD) in semi-automatic mode adding 9 thousand new road signs. We perform
an experimental evaluation of the currently best classifiers and detectors in the task of recognizing
road signs. To improve the performance of classification, we use stochastic weight averaging (SWA)
and contrastive loss. The use of modern methods allows us to train a high-quality neural network on
synthetic data, which was previously impossible, and significantly improves the metrics of recognition
of both rare and frequent road signs.
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1. Introduction

Recently, self-driving cars control systems have been actively developing. In these systems, an
important component is an algorithm for recognizing road signs. In addition to autonomous
vehicles, sign recognition is used in driver assistance systems and for automating the processes
of road maintenance services. Modern methods of object recognition in images are based
on deep learning models. To get a high-quality detection model, a well-labeled dataset is
usually required. Dataset markup process is expensive and time-consuming since it requires
manual routine work, which must be rechecked taking into account the inevitable human errors.
Synthetic data can reduce the complexity of data collection. They can be obtained quickly, for
free, without errors in the annotation, and in almost unlimited sizes, which greatly reduces the
cost of obtaining data.

The task of recognizing road signs by its nature has highly unbalanced classes. Many classes
of signs are missing in the training samples, which complicates the training of models. It has
been previously shown that using the realistic synthetic generation of datasets with rare classes
of Road images augmentations[1] it is possible to improve models of traffic signs recognition.

GraphiCon 2021: 31st International Conference on Computer Graphics and Vision, September 27–30, 2021, Nizhny
Novgorod, Russia
$ tingir.badmaev@graphics.cs.msu.ru (T. Badmaev); vlad.shakhuro@graphics.cs.msu.ru (V. Shakhuro);
anton.konushin@graphics.cs.msu.ru (A. Konushin)
� 0000-0002-3318-9618 (T. Badmaev); 0000-0002-1586-9257 (V. Shakhuro); 0000-0002-6152-0021 (A. Konushin)

© 2021 Copyright for this paper by its authors. Use permitted under Creative Commons License Attribution 4.0 International (CC BY 4.0).
CEUR
Workshop
Proceedings

http://ceur-ws.org
ISSN 1613-0073 CEUR Workshop Proceedings (CEUR-WS.org)

mailto:tingir.badmaev@graphics.cs.msu.ru
mailto:vlad.shakhuro@graphics.cs.msu.ru
mailto:anton.konushin@graphics.cs.msu.ru
https://orcid.org/0000-0002-3318-9618
https://orcid.org/0000-0002-1586-9257
https://orcid.org/0000-0002-6152-0021
https://creativecommons.org/licenses/by/4.0
http://ceur-ws.org
http://ceur-ws.org


In this work, we investigate the recognition of both frequent road signs and rare ones because
their significance on the road is not lower than frequent ones. Firstly, we improve the current
markup of the Russian traffic signs dataset[2] in semi-automatic mode. We add 9000 new
signs to the markup: 4000 signs to the test set and 5000 signs to the train set. Secondly, we
perform an experimental evaluation of modern methods of classification and detection of road
signs. We neglect the combined classification method[3] and use a single neural network that
is successfully trained on a mixture of real and synthetic data. To improve the performance
of detection and classification of road signs, we use stochastic averaging of weights[4]. The
resulting recognition method shows a substantial increase in metrics on both rare and frequent
signs.

2. Related works

2.1. Classifiers

Neural networks are widely used in the problem of image classification after the appearance
of AlexNet [5]. Facing the problem of overfitting deep neural networks, the Resnet [6] uses
skip connections to solve the problem of gradient vanishing. This method is still popular today
and is a universal backbone for many computer vision tasks. Some works explore various
modifications of Resnet. For example, ResneXt [7] uses group convolutions, and WideResnet
[8] reduces the depth, but increases the number of channels in the convolutions. convolutions.

2.1.1. Classification of rare classes

In the work [3], a Random Forest Classifier is trained on top of neural network features to
separate road signs into rare and frequent signs. The idea of the method is that the number of
objects of rare classes is significantly less than the number of frequent ones, so rare classes can
be considered as an anomaly among the frequent ones. Further, a neural network is used to
classify frequent signs and KNN - for rare ones.

Another approach is few-shot learning, the field of machine learning when we need to classify
new objects having only a couple of examples for supervised learning. Some methods are related
to the topic of K-shot learning, Zero-shot learning. The task of zero-shot is if we know the
general attributes of a particular class, without having pictures of representatives of the class,
then we have to build a classifier or generate synthetics based on them. Thus, work [9] proposes
method for generating image embeddings based on variational autoencoder, and [10], [11]
combine image features and the semantic representation of class attributes into one embedding.
In K-shot learning, we have several, but still few, instances of a class for neural network training.
Metric learning and classes centroids are often used in such cases, as in [12]. However, this is
sometimes not enough when we have only 1 picture for a rare class. In this case, [13] introduces
architecture to press the image with noise closer to the center of the class.

2.1.2. Self-supervised representation pretraining

Modern methods of pretraining allow the network to learn better features without markup.
However, in SimCLR [14], BYOL [15], SimCLRv2 [16], it is necessary to have large computing



resources to obtain a good neural network. SimCLRv2 [16] shows if there is much less marked-
up data than not marked-up data, then it is better to take a larger model for pretraining. This
facilitates learning features with a larger representation capacity, although such models are
more susceptible to overfitting.

2.1.3. Transformers

Recently, autoregressive models gain popularity. Vision Transformer [17], VIVIT [18], DINO
[19] explore their usage in computer vision tasks however for their training, it is also necessary to
large computing resources and large datasets for their pretraining. Therefore, with comparable
samples and computing resources, transformers have lower performance than their CNN
counterpart.

2.2. Object detection

Most detection methods can be divided into 2 categories: single-stage or two-stage. Examples
of single-step methods are YOLO [20], SSD [21], RetinaNet [22]. Two-stage detectors, on the
other hand, have better recognition metrics than single-stage ones but they lose in terms of
efficiency. Faster R-CNN [23] uses the Region Proposal Network for hypotheses about objects in
the picture and then refines or rejects the prediction. Work [24] investigates the idea of looking
several times at the image and proposes to increase the number of parameters of the backbone.
Although deeper neural networks are more accurate, their usage becomes expensive in terms
of computing resources. Therefore, some works explore the topic of quantization of neural
networks [25] to make models more lightweight and less resource-intensive for computing.

3. Investigated methods of recognizing road signs

3.1. Classification

Improved WideResnet in [3] is WideResnet trained using contrastive loss [26]. For each pair
of images of the same class, it aims to minimize the distance between them in the embedding
space, and for pairs of different classes - to maximize. And after the neural network training
stage, Random Forest Classifier is trained by images embeddings to determine a frequent sign
or a rare one. And if the sign is rare, then to predict the class the KNN is used, else - softmax
layer. But in this work, we additionally apply SWA [4] during training. After a certain number
of epochs, we increase the learning rate several times and train yet more epochs than in stage 1.
Then the final weights of the neural network are obtained by averaging some checkpoints from
stage 2 and updating batch normalization statistics as in the original [4].

3.2. Detection

FCOS [27] with modifications ATSS [28] and Generalized Focal Loss [29] is used as the base
detector. FCOS is an anchor-free detector that predicts not the coordinates of the corner and
the parameters of the rectangle but for each point, the distance to the boundaries of the box
bounding the object, and two upper layers have been added to its Feature Pyramid Network



Table 1
The performance of the classifier with the use of synthetics and SWA. In all cases, we use RTSD as a base
real part of training data, but additional synthetic dataset we are changing in experiments. Synthetic
datasets are taken from [1].

nn-output combined method
Synthetic SWA Accuracy Recall Recall Accuracy Recall Recall
Dataset all rare frequent all rare frequent

Cycled - 86.71 73.43 87.61 93.98 75.46 95.23
Cycled + 97.35 79.22 98.58 96.69 79.72 97.84
Styled - 85.96 70.41 87.01 94.11 76.33 95.31
Styled + 97.17 77.19 98.52 96.85 76.70 98.22

[30]. This modification facilitates raising the performance of detecting objects in the case of
objects occlusions. ATSS [28] proposes a new algorithm of matching anchors with ground truth
objects with adaptive matching with respect to the IOU between anchors and ground truth
using their average and standard deviations. GFL [29] tries to solve the problem of different
treatments of the predictive branch of the localization quality in train and test stages and also
the problem of objects occlusion.

4. Additional RTSD markup

During the experiments, we have found that there are additional signs in the data that are not
presented in the markup. Therefore, we decide to additionally markup the dataset in semi-
automatic mode. False alarms of the detector we analyze manually. New detections that contain
an object we add into the markup. Then we train the detector on an updated dataset without
classes with new road signs and manually analyze false detections again. After 3 iterations of
this process, we haven’t seen images with missed road signs. Figure 4 shows the results of
comparing the original and new markup, Tables 4 and 5 show the new markup. The majority
of new detections is either small signs or blurry ones. After updating markup for one-class
detection task we label new road signs in the same manner. We train a classifier to predict
classes and manually correct errors.

5. Experiments

Table 1 shows the results of a WideResnet-based classifier trained using contrastive loss. We
train networks for 10 epochs at the first stage with a decreasing lr starting at 0.001, then we
reset lr to 0.015 and train networks another 25 epochs. To average weights, we used every 5
checkpoints from 10 to 35 inclusive. With the use of SWA, the performance of classification
increases very much both for rare signs and for frequent ones. The results show that it is possible
to neglect the combined model with SWA training. Using only a neural network without a
random forest classifier and KNN is much faster in terms of execution time.

Table 2 shows the results of detectors. To compare with the previous PVANet [31] architecture



Figure 1: Examples of frames with road signs that were present in the markup (green rectangles) and
signs that were added in semi-automatic mode (red rectangles).

Table 2
The performance of detectors trained using NN-Additional synthetics

Detector Backbone AUC - all AUC - rare AUC - frequent

ATSS Resnet50 90.39 90.01 90.73
GFL Resnet50 90.48 90.09 90.79
ATSS Resnext50_32x4d 90.28 90.06 90.71
GFL Resnext50_32x4d 90.47 90.19 90.79
PVANet Resnet50 89.17 86.62 89.31

we train ATSS [28], Generalized Focal Loss [29] using mmdetection [32]. We employ a standard
training scheduler with 12 epochs and decreasing lr. The PVANet results we take from Road
images augmentations [1].

Table 3 shows the results of the performance of the detector’s work with the classifier. We
cut the detector’s predictions from images and forward them to the best classifier - WideResnet
trained with Cycled synthetic dataset from [1] and SWA. Due to the high-quality improvement
of the classifier, the joint performance of recognition, i.e. detection with classes task, on rare



Table 3
The performance of the classifier on top of the detector, trained using NN-Additional synthetics

Detector Backbone AUC - all AUC - rare AUC - frequent

ATSS Resnet50 88.87 70.45 89.01
GFL Resnet50 88.85 70.04 89.02
ATSS Resnext50_32x4d 88.66 70.18 88.85
GFL Resnext50_32x4d 88.82 70.43 88.98
PVANet Resnet50 86.16 64.96 86.70

Table 4
New markup

old new
Images Signs Images Signs

Train set 47378 79896 47356 84910
Test set 11650 25613 11672 29591

Table 5
New signs distribution

old new
Frequent signs Rare signs Frequent signs Rare signs

Train set 79896 0 84910 0
Test set 23991 1622 27790 1801

signs has increased significantly.

6. Conclusion

In this work, we improve the markup of the Russian traffic signs dataset [2] in semi-automatic
mode and add 9 thousand new objects, performing an experimental evaluation of the best
classifiers and detectors at present in the task of recognizing road signs. By improving the
classification performance using stochastic averaging of weights (SWA) and contrastive loss,
we show that it is possible to neglect the non-neural part of the classifier [3] architecture and
use only WideResnet. Modern synthetics allow us to improve not only the recognition quality
of rare signs but also on frequent ones.
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