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Abstract. Document clustering process is a long running and compu-
tationally demanding process. The need for systems that allow fast doc-
ument clustering is especially relevant for processing large volumes of
text data (Big Data). In this work we present a distributed text clus-
tering framework based on Dask open source library for parallel and
distributed computing. The Dask-based processing system developed in
this work allows to execute all necessary operations related to the clus-
tering of text documents in a parallel mode. We realized parallel agglom-
erative clustering algorithm of cosine similarity matrices computed from
term frequency-inverse document frequency (TF-IDF) feature matrices
of input texts. The system had been applied to intellectual analysis of ed-
ucational data accumulated in the system ”Electronic education of the
Tatarstan Republic” from 2015 to 2020. Specially, by using developed
system we clustered the text documents describing lesson planning, and
also performed a comparative analysis of the average marks of students,
whose training was carried out according to lesson planning belonging
to different clusters.

Keywords: Big Data, Dask, educational data mining, python, docu-
ment clustering, TF-IDF, ANOVA

1 Introduction

Big data analytics describes the methods of processing large amounts of data in
order to discover hidden patterns [1], market trends, customer preferences and
other useful information for making the right decisions [11], [30]. It has been
adopted by a wide variety of industries and has become a separate industry
[26]. Using the Big Data methods in educational system includes measuring,
collecting, analyzing and presenting huge volumes of structured and unstructured
data about students and the educational environment in order to understand the
peculiarities of the functioning and development of the educational system [25],
[12]. For the successful management of the educational process, it is necessary
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to promptly process numerous various incoming data online, so the use of Big
Data technologies becomes a necessity [19]. Working with large amounts of data
requires not only the availability of modern hardware, but also mathematical
algorithms that would reduce the required number of computing operations for
a computer [3], [37].

Text mining in big data analytics is emerging powerful tool for the analysis
of unstructured textual data. These methods are used to extract new knowledge
and to identify significant patterns and correlations hidden in the data [16].
A method for extracting associative feature information by using text mining
from health big data is proposed in [21], social network analysis algorithms are
utilized for identifying the emerging trends for big data domain [18], text mining
has gained its popularity with big data resources when analyzing big data in the
financial sector [6].

Document clustering is the process of finding groups of similar documents in
a collection of documents. Clustering algorithms are among the most popular
data mining methods, and are widely used for processing text data. They have
a wide range of applications such as classification [5,4], visualization [8] and
organization of documents [13]. Various methods of text clustering are used, the
most popular of which are LSA / LSI - Latent Semantic Analysis / Indexing
[10], Suffix Tree Clustering [44], Scatter/Gather [9]. Recently, methods based on
the use of neural networks have gained popularity [27] together with classical
clustering methods, such as the k-means algorithm [28].

In document clustering tasks the problem of determining the optimal number
of clusters arises [23], [36]. By using hierarchical clustering, researchers often have
to work with dendrograms and manually analyze them and trim the required
number of clusters. This approach is followed by several problems, firstly, this
is the obvious slow nature of the study, secondly, it is the human factor of
the possibility of making mistakes. In cases where the threshold is not easy to
determine, two different researchers may come to different conclusions about
the correct number of clusters. There are various approaches for determining
the optimal number of clusters: gap statistic, elbow method, mode, maximum
difference [43], [20], [45].

This work demonstrates the possibilities of using the Dask cluster comput-
ing system [32] for analyzing the texts describing lesson planning in schools.
The study is based on the data collected in the state information system ” Elec-
tronic education in the Republic of Tatarstan.” This system includes a large-scale
database of educational information on all students and all teachers of schools
located in Tatarstan Republic. Teachers fill out lesson topics in the electronic
journal, as well as homework through their personal accounts. They also fill in
the system and current grades given to their students.

Be believe that the success of educational process is depending on the teach-
ing material used by teacher. The main goal of this work is aimed to build an
analytical system for finding and studying the differences between the academic
performance of schoolchildren studying in different educational and method-
ological complexes or in different curricula. We can obtain information about
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the differences in teaching and methodological materials only on the basis of an
analysis of textual data on the conducted lessons, which were filled by teachers
through their personal accounts. The main problem is that these data are not
marked up and not annotated, i.e. teachers do not indicate which curriculum
they teach their lessons. Therefore to solve this problem, we need to use an
automatic text clustering system.

For this research depersonalized datasets were provided in Comma-separated
values (CSV files) format. These files contains information about teachers, pupils,
lessons and marks for all subjects and all grades. The total amount of data is
over 60 GB. Because the original data consists of a large number of texts (Big
Data) of different sizes that will take a lot of time to process by using traditional
methods, we need to develop high-performance computing (HPC) programming
based on cluster computing to efficiently processing text data.

In this work we developed HPC computational framework based on Dask dis-
tributed library [32]. To convert a document into structured format the weight-
ing schema TF-IDF (Term Frequency —Inverse Document Frequency) is used.
To measure the distance between the text we used cosine similarity algorithm.
The division of texts into clusters was carried out by using an Agglomerative
clustering algorithm, with the help of Elbow method to find the optimal number
of clusters. Bu using the results of text clustering, we carried out a comparative
analysis of the average academic performance of students whose lesson planning
texts belong to different clusters. The developed system makes it possible to
efficiently and quickly carry out a full-fledged analysis of this type for all grades
and subject.

2 Dask-Based Parallel Processing Framework

To efficiently and quickly process a large amount of unstructured data we have to
use BigData technologies, and also the powers of computing clusters are required.
For high-performance calculations a computing cluster containing 4 virtual ma-
chines was deployed (each VM has 1TB HDD, 32 GB RAM, 16 CPU cores), with
installed Python-based library for parallel computing - Dask. Dask is a flexible
parallel big data processing library, designed to provide scalability and to extend
the capabilities of existing Python packages and libraries [32]. Dask allows users
to integrate and to run in parallel mode existing Python-based scripts written
by using popular libraries such as NumPy, SciPy, Pandas and others. The main
advantage of using the Dask library for processing large texts is based on the
ability of the system to perform computations with data volumes that are larger
than the available memory of single computer [39], [17], [14].

The functionality of Dask which is necessary to perform its tasks can be
divided into two parts:

1. Dynamic task scheduling optimized for cluster based HPC computation.
2. “Big Data” collections like parallel arrays, dataframes, and lists that extend
common interfaces like NumPy, Pandas,or Python iterators to larger-than-
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memory or distributed environments. These parallel collections run on top
of dynamic task schedulers.

Dask cluster
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Fig. 1. Schematic representation of the system’s architecture

All data, initially obtained in the form of ssv files, had been combined into
more convenient data structures (DataFrames) by using Dask’s merge() method,
and stored on cluster’s computer’s hard drives in parquet binary data format [42].
This dataframe, in addition to the texts describing the topics of the lessons, also
contains an information about lesson’s dates, grades, subjects and teachers. The
distributed data processing framework is schematically drawn in Figure 1 in
the left panel. In the the right side of the Figure 1 sequential steps of the text
processing pipeline, executed in parallel mode on the computational cluster are
demonstrated. In the first processing step, we pre-processed the entire text cor-
pus to remove noisy and less useful words. Next, we applied TF-IDF and cosine
similarity calculation, followed by hierarchical agglomerative clustering, by using
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the ”elbow” method to determine the number of clusters. Such parallel execution
of processing methods is started by calling dataframe’s apply method, and by
specifying the corresponding method name, which must be executed in parallel
mode as a parameter of dataframe’s apply method. To perform parallel process-
ing of school subjects (ProcSubjects), the following call to the apply method is
used:

lessons_texts.groupby(['subjectID']) .apply(ProcSubjects) .compute ()

The method for processing texts for particular grades (ProcessGrades) was
launched in a similar way:

def ProcSubjects(df):
df . groupby (['grade_number']) .apply(ProcessGrades)

Data reprocessing. As the first step the texts (originally there were 95786285
texts), describing lessons, were combined into a 580698 text documents, for each
subject and for each teacher. These texts had been subjected to the following
processing:

1. The document texts are divided into tokens
2. From the array of tokens we removed punctuation marks, empty lines and
stop words, which do not have any special meaning to the sentence.

Theses steps are necessary to improve the accuracy of the text’s comparison.

Document text vectorization by term frequency-inverse document
frequency (TF-IDF) method. Traditional text similarity measurements use
TF-IDF (term frequency (TF)x inverse document frequency (IDF)) method (first
introduced in [35]) to compute similarity between text documents by using cosine
similarity [7], to examine the relevance of words to documents [31], short-text
clustering [38], text categorization [41], pattern mining on text data[2]. TF-IDF
reflects how important a word is to a document in a collection or corpus, and
therefore it is often used also as a weighting factor in information retrieval and
text mining. The TF-IDF value is proportional to how often a word occurs in
a particular document, but is compensated for by the frequency of the word in
the entire corpus. This property of TF-IDF helps to take into account the fact
that some words are usually much more common than others [7].

For a collection of words t € T that appears in a set of N documents d € D
with length ng, IF-IDF is computed by the formulas

fe.d
TF = 144 1
nd (1)
N
IDF = log — 2
e (2)
W = TF « IDF, (3)

where f; 4 is the frequency of word ¢ in document d, df; is the number of docu-
ments in which the word ¢ appears.
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Cosine similarity and distance matrix. At the next step we constructed
a text similarity matrix by making similarity analysis of the compared texts. The
cosine similarity method [40] was chosen as a comparison method for TF-IDF
vectorized texts. Cosine similarity is a measure of the similarity between two
vectors, and measures the cosine of the angle between them. For two feature
vectors, a and b, cosine similarity, cos(), can be represented using the dot
product and the [15] norm:

cos(f) = ab__ 2iz b (4)

lallliol /S ai/> b

a — coordinates of the first vector (TF-IDF vector for first text), b — co-
ordinates of the second vector (TF-IDF vector for the second text). Further,
calculating cosine similarity in pairs of vectors by using a cyclic algorithm a text
similarity matrix is constructed. Based on the similarity matrix, we calculated
the distance matrix (by formula distance_-matriz = 1 — similarity-matriz) for
using it as an input data for agglomerative clustering algorithm.

Agglomerative clustering. Clustering is one of the most common unsuper-
vised machine learning problems. For text clustering we used the most common
type of hierarchical clustering - the agglomerative clustering. This method is
used to group objects in clusters based on their similarity. The algorithm starts
by treating each object as a single cluster. In the next steps, pairs of clusters
are successively merged until all clusters have been merged into one big cluster
containing all objects [33]. The results of agglomerative clustering are usually
presented in a dendrogram (an example of dendrogramm is presented in Figure
2).

The dendrogram is convenient, because it allows to visually observe the clus-
tering process. To calculate the distance between clusters Ward’s method was
used. Ward’s minimum variance method calculates the distance between cluster
members and the centroid. The centroid of a cluster is defined as the point at
which the sum of squared Euclidean distances between the point itself and each
other point in the cluster is minimised. The increment in the sum of the squares
of the distances of objects to the center of the cluster, obtained as a result of
their union, is taken as the distance between the clusters As a result, we get a
complete clustering tree of our initial set from which we can get clustering of
any level [29].

Determining the number of clusters by ”elbow” method. Determin-
ing the optimal number of clusters is a fundamental issue in partitioning cluster-
ing, which requires the user to specify the number of clusters & to be generated.
A simple and popular method consists of visual analysis of the dendrogram to
see if it suggests a particular number of clusters. This approach is very subjec-
tive, but its main drawback is the impossibility of visual analysis of hundreds
of dengrograms within the framework of automatic processing. To find optimal
number of clusters in automatic mode we use ”elbow” method. This method is
based on calculating the Within-Cluster-Sum of Squared Errors (WSS) for dif-
ferent number of clusters (k) and selecting the k for which change in WSS starts
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Fig. 2. Example of dendrogram for subject mathematics in 3rd grade

to diminish. Based on the numerical results carried out in the [43] elbow method
and the maximum difference seem to perfectly capture the simulated data.

To demonstrate ”elbow” method we plot a line chart of the SSE for each
value of k (see Figure 3). Our goal is to choose a small value of k that still has a
low SSE, and the elbow point usually represents the point where we start to have
diminishing returns by increasing k (Figure 3). We used the KElbow Visualizer
class from yellowbrick Python library to select the optimal number of clusters.

Now, knowing the number of clusters by using the ”eblow” method, we can
split our set of texts into k clusters. In figure 4 we show the numbers of texts by
clusters for subject "mathematics” in 3-th grade.

For checking the reliability of the results obtained using the cluster-based
computational system based on Dask, as well as to assess the performance of
parallel cluster processing pipeline, we have performed the same data compu-
tations by using desktop computer without using the Dask system. It should
be noted that during performing the same processing text processing pipelines
on usual desktop computers we we ran into problems, mainly due to the fact
that processing large data files requires large amounts of RAM. To solve this
problem we need to split huge text files into smaller files (which must be small
enough to fit into the RAM of a desktop computer), and process them sequen-
tially, constantly reading and writing intermediate results to hard drives, which
slows down data processing a dozen times. Data processing, which takes about
an hour by using a Dask-based cluster system (4 VMs with 1TB HDD, 32 GB
RAM, 16 CPU cores), tooks a several days on desktop computers.
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Fig. 3. Exaple of "elbow” end point for subject ”mathematics” in 3th grade

3 Results

By using the computational framework, presented above, we performed cluster
analysis of the text describing lesson’s for all school subjects for all grades (2-11).
To confirm the reliability of the clustering results obtained by our system, some
of the texts (mathematics, 3rd grade) were by-hand analyzed by teachers, who
confirmed the correctness of automatic division into clusters. These teachers also
confirmed that our system correctly identifies educational and methodological
complexes that are used in primary grades. We estimated that the accuracy
of correctly clustered text on manually tested subset achieved 93%. Incorrectly
clustered texts (7%) is due to the fact that some teachers did not completely
correctly and incompletely entered information into the system.

A comparative analysis of WSS for mathematics and Russian language sub-
jects among grades 2-11 (Fig. 5), shows that in the primary grades the values
of WSS are very high, what means a presence strong difference between lesson
texts. This difference gradually disappears by 10-11 class. A similar picture is
observed for all academic years (in the Figure 5, we presented the results only
for the 2015-2016 and 2016-2017 academic years). This is due to the fact that
after primary school in the middle level school, students learns according to a
certain program. The almost identical similarity of the lines in the 10th and
11th grade is because that all students in all schools follow the same curriculum.
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Fig. 4. The number of texts in each cluster for the texts of lessons on the subject of
mathematics in 3-th grade

These features discovered by our system are confirmed by teachers who work in
schools, which confirms the reliability of our conclusions.

Since there is a significant difference between the texts of lesson planning in
primary grades, we conducted a study of the dependence of the average grades
of students on clusters of lesson planning texts. For the primary preprocessing of
student’s marks, which consisted in grouping data and calculating the average
marks of students we also used capabilities of the Dask library. As a result,
we get the following marks (Figure 6), on the basis of which the analysis of
variance will be carried out. Analysis of variance (ANOVA) was used to find and
to determine the differences between the mean marks of students belonging to
different clusters[22]. ANOVA-test had been used because it allows simultaneous
comparison of a larger number of samples, in contrast to Student’s t-test, which
allows only pairwise comparison. The results of this analysis do not show the
exact differences between groups, but can only tell where they are and where
they are not. In other words, if the hypothesis of the equality of all groups is
rejected, this does not mean that all groups are different, but only that some of
the groups are different, maybe everything, but maybe only a few.

The p-value is calculated by using the sampling distribution of the test statis-
tic under the null hypothesis, the sample data, and the type of test being done
(lower-tailed test, upper-tailed test, or two-sided test). After the analysis for
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academic

different subject for primary school grades (2-4) we get the following values of

the p-value by grades and subjects (Table 1):

Based on the results obtained, for the primary school level, subjects can be

divided into two groups :

1. Subjects that do not depend on the educational-methodical complex (p-

values > 0.05): music, English language, physical education,

2. Subjects depending on the educational and methodological complex (p-
values < 0.05): mathematics, Russian language, literature, technology, arts.

For the middle and senior levels of the school into three groups (data not

shown):
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2-nd grade 3-rd grade 4-th grade
Physical education 0,100 0,045 0,041
Mathematics 0,000 0,003 0,000
Russian language 0,000 0,000 0,000
Literature 0,000 0,000 0,000
Technology 0,010 0,009 0,005
Music 0,896 0,901 0,000
Arts 0,000 0,001 0,000
English language 0,726 0,006 0,561

Table 1. One-way ANOVA-test p-values for some primary school subjects for the
2015-2016 academic year

1. Subjects that do not depend on the educational and methodological complex:
English language, computer science, technology.

2. Subjects depending on the educational and methodological complex: mathe-
matics, physical education, Russian language, literature, physics, Tatar lan-
guage, Tatar literature.

3. Floating subjects: biology, geography, history, social studies, chemistry.

Comparing with the results of the other years at the primary school level,
this situation remains the same, with the exception of music, which have moved
to other groups. For middle and senior school level, the situation remains largely
unchanged except for the history subject that moved into the first group.

4 Conclusion

By now, various databases of governmental and non-governmental organizations
have been accumulated huge amounts of various types data. Because of a large
volumes of datasets, for processing and analysing these datasets Big Data meth-
ods are needed. In this work, we have built an information-analytical system for
processing data describing in detail the school educational process. The system
is built on the basis of the distributed computing Dask library. The use of this
system allows to perform efficient and high-performance analysis (clustering) of
text data. We demonstrated the application of the developed system for data
processing stored in ”Electronic Education of the Republic of Tatarstan” sys-
tem, and have obtained interesting and important conclusions in the educational
analytic field. The approach developed in this work can be used not only in ed-
ucation systems, it can be used for any system where it is necessary to conduct
cluster analysis of large volumes of text (or non-text) data.

The academic success of schoolchildren depends on many different factors
associated with the educational environment, with the individual characteristics
of students, and so on. Naturally, the textual data of educational and method-
ological complexes are not the only the single factor that completely determines
the academic success of schoolchildren. But we believe this is one of the most
important factors. In this work, on the basis of quantitative measures, we were
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have foun that in different classes for different disciplines, educational-methodical
complexes have a different level of influence on student performance.

Apache Spark [34] based tools are also quite often used for big data process-
ing. However, Dask is smaller, lighter and simpler than Spark, and flexible as
Pandas. Program scripts are easy to debug on personal computers before deploy-
ing on a cluster, because Dask also works on personal computers. In our project,
we have deployed our system on a static computing cluster, but in future we
will use the Kubernetes-like technology [24] for elastic deploying in Amazon or
Google clouds.

Acknowledgements. The reported study was funded by RFBR, project num-
ber 19-29-14082.
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