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Abstract  
Overweight and obesity are considered a public health problem, as they are related to the risk 
of various diseases, and also to the risk of increased morbidity and mortality. The main 
objective of this work was to apply machine learning techniques for the development of a 

predictive model for the identification of people with obesity or overweight. The model 
developed was based on data related to the physical condition and eating habits. Furthermore, 
the machine learning classification algorithms that were tested were: decision tree,support 

vector machines, k-nearest neighbors, gaussian naive bayes, multilayer perceptron, random 
forest, gradient boosting, and extreme gradient boosting. Model hyperparameters were tuned 

to improve accuracy, resulting in that the model with the best performance was a random forest 
with 78% accuracy, 79% precision, 78% recall, and 78% F1-score. Finally, the potential of 
using machine learning models to identify people who are overweight or obese was 

demonstrated. The practical use of the model developed will allow specialists in the health area 
to use it as an advantage for decision-making. 
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1. Introduction 

Overweight and obesity, according to the World Health Organization (WHO), can be defined as the 

excessive accumulation of fat in different parts of the body [1] , and is recognized as an important public 

health problem as it is related to various diseases, and even morbidity and mortality [2].  

Some diseases associated with obesity are: type 2 diabetes mellitus, hypertension, stroke, 

osteoarthritis, depression, Alzheimer's, and some types of cancer such as breast, prostate, kidney, ovary, 

liver, and colon cancer, among others [1, 3]. 

In this context, an adult is overweight when he has a Body Mass Index (BMI) ≥ of 25 kg/m2 and is 

obese when a BMI ≥ of 30 kg/m2 [1, 4]. In addition, according to WHO analyzes, over the years, the 

prevalence of obesity worldwide has almost tripled [1], becoming not only a problem in developed 

countries but also in developing countries [5, 6].  

Figure 1 illustrates the evolution of the prevalence of overweight (a) and obesity (b) globally and by 

region. Regarding overweight, the global prevalence in 1975 was 20.2%, and by 2016 the prevalence 

increased to 39.1% (Figure 1(A)). The regions with the highest prevalence of overweight were Europe 

and America, with values of 40.0% and 35.0% in 1975, and the prevalence values increased to 62.3% 

and 63.3% in 2016, respectively [7]. 
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Figure 1: Prevalence of overweight and obesity globally and by region 

 

Concerning obesity, the global prevalence in 1975 was 4.3%, and the increase in prevalence was 

greater for 2016, with a value equal to 13.2% (Figure 1(B)). Similarly, the regions with the highest 

prevalence of obesity were also Europe and America, with values of 10.1% and 9.0% in 1975, and in 

2016 the prevalence of overweight values increased to 25.3% and 29.0%, respectively [7]. 

On the other hand, if the growing trend of the prevalence of obesity continues, it is estimated that 

by 2030 about 50% of the global population will be overweight or obese [8, 9]. 

Some studies affirm that the increase in the prevalence of obesity and overweight at a global level 

is due to complex changes in the population, concerning lifestyle, increased calorie consumption, 

decreased physical activity, and other factors such as urbanization, environmental changes, 

socioeconomic status, and genetic changes [8, 10]. 

Therefore, preventing obesity is complex, since it requires changes in the physical activity and eating 

habits of the population, in addition to the collective support from the government, industry, and the 

scientific and medical community [10], to minimize overweight by enabling the population to make 

sensible decisions regarding their lifestyle [11]. 

In this sense, in the literature, various studies can be found in which the development of 

technological tools is proposed, such as the application of machine learning [12, 13, 14], to support 

decision-making for specialists in the area, to reduce the prevalence of obesity and overweight.  

Machine Learning can be defined as the study of computational methods for the identification of 

complex patterns in millions of data in order to build predictive models [15]. In addition, machine 

learning techniques in the health area have been gaining popularity in recent years [16]. 

This article aims to develop a predictive model using machine learning techniques with data 

collected through a survey to identify people with obesity and overweight and to make timely decisions. 
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The data collected for the development of the model are related to the physical condition and eating 

habits. 

The work is organized as follows: Section 2 maps the publications in the literature on machine 

learning related to obesity or overweight; Section 3 describes the methodology and dataset used for the 

study; Section 4 presents the results and discussion; and finally, Section 5 brings the conclusions of this 

work, followed by the bibliographic references. 

2. Machine learning in overweight and obesity 

The number of publications where machine learning techniques were used in health problems is 

increasing, and the approach about the overweight and obesity is no exception. Thus, this section 

presents an analysis of the publications in SCOPUS about the application of machine learning 

techniques with data related to obesity or overweight. 

Table 1 presents the number of documents published with the keywords ‘Obesity’ AND/OR 

‘Overweight’ AND ‘Machine Learning’. The collection of the dataset for the analysis was refined by 

consulting published academic documents, including only articles and review articles, published from 

1997 to 2021 (until the month of August). 
 

Table 1 
Results of the Scopus search 

Keywords Type Publications Citations Impact fator h-index 

(‘Obesity’ OR ‘Overweight’) AND 
‘Machine Learning’ 

Complete 508 6,649 13.09 36 

(‘Obesity’ OR ‘Overweight’) AND 
‘Machine Learning’ 

Title 26 186 7.15 7 

 

From Table 1, it is evident that the combination of the keywords ‘Obesity’, ‘Overweight’ and 

‘Machine Learning’ refined by 'Article title, Abstract, Keywords" results in a considerable number of 

publications (508) and citations (6,649), which is much greater than the number of publications (26) 

with the refined search just by 'Article title', which has 186 citations.  

Figure 2 shows the time series of the distribution of articles published and the number of citations 

per year. 

 

  
(A) Search result for 'Article title, Abstract, 

Keywords' 
(B) Search result for 'Article title' 

 

Figure 2: Number of publications and citations per year 
 

In both cases (Figure 2 (A) and (B)), it is shown that there has been an increase in the number of 

publications, which indicates that there is a growing interest in the application of machine learning 

techniques in problems related to obesity. In addition, 70% and 81% of the documents found were 

published in the 2019-2021 period, as shown in Figure 2 (A) and (B) respectively. 

Table 2 shows the description of some articles found in this analysis, which are related to this work. 
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Table 2 
Articles related to this research 

Author Title Data 
Machine learning 

methods 
Final model 

Thamrin et 
al., 2021 
[17] 

Predicting Obesity in 
Adults Using Machine 
Learning Techniques: 
An Analysis of 
Indonesian Basic Health 
Research 2018. 

Data from an 
Indonesian national 
scale survey, with 
information from 
300,000 families. 

Logistic Regression, 
Classification and 
Regression Trees 
(CART), and Naïve 
Bayes. 

The Logistic 
Regression 
model with 72% 
accuracy, 71% 
specificity, and 
69% precision. 

Dunstan et 
al., 2020[18] 

Predicting nationwide 
obesity from food sales 
using machine learning. 

Data was collected from 
79 countries, with 
variables related to 
food and beverage 
sales, and the 
prevalence of obesity in 
adults. 

Support vector 
machine, random 
forest, and extreme 
gradient boosting. 

The random 
forest model with 
0.057 root mean 
square error. 

Machorro-
Cano et al., 
2019 [19] 

PISIoT: A machine 
learning and IoT-based 
smart health platform 
for overweight and 
obesity control. 

The dataset was 
collected by monitoring 
40 elderly, of which a 
wearable device was 
assigned to each to 
obtain the biomedical 
variables. 

Random forest, and 
the CART and J48 
decision tree 
algorithms. 

The J48 model. 

Wang et al., 
2018 [20] 

Machine learning-
based method for 
obesity risk evaluation 
using single-nucleotide 
polymorphisms derived 
from next-generation 
sequencing. 

Data were collected 
with the informed 
consent of 139 
recruited, with 74 
obese and 65 non-
obese individuals. 

Support vector 
machine, k-nearest 
neighbor, and 
decision tree. 

The SVM model 
with 70.77% 
accuracy, 80.09% 
sensitivity, and 
63.02% 
specificity. 

Dugan et al., 
2015 [12] 

Machine learning 
techniques for 
prediction of early 
childhood obesity. 

Data collected from a 
pediatric clinical 
decision support 
system. 

RandomTree, 
RandomForest, J48, 
ID3, Naïve Bayes, 
and Bayes trained. 

The ID3 model 
with 85% 
accuracy and 
89% sensitivity. 

3. Material and Methods 

Based on the purpose of this work, Figure 3 shows the pipeline diagram of the prediction model for 

the identification of obese or overweight people, based on the data collected in the survey, with the 

development of the predictive model (training and testing) and the selection of the final model. 

 

 
 

Figure 3: Pipeline diagram of the prediction model for the identification of obese or overweight people 
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3.1. Database Collection 

The data set for this study was collected through a survey, in which 16 questions related to the 

interviewees' dietary habits and physical condition were applied. Table 3 presents the survey questions 

and dataset features. 
 

Table 3 
Survey questions and features 

n° Feature Questions Answers 

Physical description features 

1 n_gender What is your gender? Female/ Male 
2 n_age What is your age? Numeric 
3 n_height What is your height? Numeric (m) 
4 n_weight What is your weight? Numeric (kg) 
5 c_FMOW Has a family member suffered or 

suffers from overweight? 
Yes/ No 

Features of dietary habits 

6 c_ECFF Do you eat high caloric food 
frequently? 

Yes/ No 

7 c_EVM Do you usually eat vegetables in your 
meals? 

Never/ Sometimes/ Always 

8 c_MMHD How many main meals do you have 
daily? 

Between 1 or 2/ Three/ More 
than three 

9 c_EFBM Do you eat any food between meals? Never/ Sometimes/ Frequently/ 
Always 

10 c_SMOKE Do you smoke? Yes/ No 
11 c_WDRD How much water do you drink daily? Less than a liter/Between 1 and 2 

L/ More than 2 L 
12 c_DRAL How often do you drink alcohol? I do not drink/ Sometimes/ 

Frequently/ Always 

Physical condition features 

13 c_MCED Do you monitor the calories you eat 
daily? 

Yes/ No 

14 c_HPHA How often do you have physical 
activity? 

Never/1 or 2 days/2 or 4 days/4 or 
5 days 

15 c_TTEC How long do you use technological 
devices? 

0–2 hours/ 3–5 hours/ More than 
5 hours 

16 c_TRANSP What type of transportation do you 
usually use? 

Automobile/ Motorbike/ Bike/ 
Public Transportation/ Walking 

 

 

As shown in Table 3, the 16 features of the dataset can be grouped into three categories: (a) physical 

description features, (b) features of dietary habits, and (c) physical condition features. 

Physical description Features. Includes features such as gender, age, height, weight and the 

existence of overweight relatives (c_FMOW). 

Features of eating habits. Includes the features of consumer foods high in calorie (c_ECFF), 

vegetable consumption (c_EVM), number of main meals (c_MMHD), food between meals (c_EFBM), 

water consumption (c_WDRD), alcohol consumption (c_DRAL) and tobacco consumption 

(c_SMOKE). 

Physical condition Features. Includes calorie consumption (c_MCED), physical activity 

(c_HPHA), use of technology devices (c_TTEC), and type of transport used (c_TRANSP). 



 

The target feature was of the categorical type, and was calculated through the data labeling process, 

in which, for each instance of the dataset, the BMI was calculated using the weight (measured in 

kilograms) and height (measured in meters) information, according to Equation (1): 

𝐵𝑀𝐼 =
𝑊𝑒𝑖𝑔ℎ𝑡(𝑘𝑔. )

𝐻𝑒𝑖𝑔ℎ𝑡(𝑚. ) × 𝐻𝑒𝑖𝑔ℎ𝑡(𝑚. )
 (1) 

In the identification of classes for data labeling, the classification table of BMI values was used 

(Table 4), which is made available by the World Health Organization (WHO) [4].  
 

Table 4 
Body mass index classification 

Classification BMI 

Underweight Below 18.5 
Normal weight 18.5 – 24.9 

Pre-obesity 25.0 – 29.9 
Obesity class I 30.0 – 34.9 
Obesity class II 35.0 – 39.9 
Obesity class III Above 40 

 

3.2. Data transformation and normalization 

3.2.1. Dataset balancing 

Dataset balancing: Classification models trained with unbalanced data tend to make biased 

predictions with wrong results, so in many cases, the classes with fewer instances are not enough for 

the model, and it is necessary to apply a sub-process so that the data is balanced [21]. In this case, the 

classes in the collected dataset were unbalanced, so the "oversampling" technique was used to balance 

the minority classes in the training dataset. 

3.2.2. Categorical data encoding 

In the database used, about 80% of the variables were categorical, so data transformation techniques 

were used since some of the machine learning algorithms do not allow the use of non-numerical data 

[21]. The features of c_MMHD, c_WDRD, c_HPHA, c_TTEC and c_TRANSP were transformed with 

the one hot encoding technique, and the features of c_gender, c_FMOW, c_ECFF, c_SMOKE, 

c_MCED, c_EVM, c_DRAL, and c_EFBM with the ordinal encoding technique. The label encoding 

technique was used to transform the classes of the target feature. 

3.2.3. Data normalization 

Data normalization helps to ensure that features with different ranges do not affect the trained model. 

In MIN-MAX normalization, the data is scaled in the range of [0 − 1] or [0.0 − 1.0] [22], and is 

calculated according to Equation (2): 

where 𝑥′ is the normalized value, x is the original value, and 𝑥𝑚𝑎𝑥  and 𝑥𝑚𝑖𝑛 are the minimum and 

maximum values, respectively [22]. 

 

 

𝑥′ =
𝑥 − 𝑥𝑚𝑖𝑛

𝑥𝑚𝑎𝑥 − 𝑥𝑚𝑖𝑛
 (2) 



 

3.3. Classification in supervised machine learning 

The main task of supervised learning is to learn the behavior of a function 𝒴 = 𝑓(𝒳, β) based on 

the features 𝒳 × 𝒴, belonging to the training dataset 𝒯, where 𝒳 = (𝑥1, 𝑥2, … 𝑥𝑑) ∈ ℝ𝑑, each 𝑥𝑑  is a 

feature, and 𝒴 𝜖 𝐶 with 𝐶 = (𝑐1, 𝑐2, … , 𝑐𝑗), 𝑗 labels [23]. In classification problems, the objective of the 

learned categorical function 𝑓(𝒳)  is the mapping of the input variables, to predict a new label 𝒴 [24]. 

The classification models used in this work are described below: 

- Decision Tree (DT). DT is very popular for its simple structure, ease of interpretation, and for 

its efficiency [26]. The construction of the tree presents an iterative process, starting from a training 

dataset (𝒯) with 𝑛 observations, recursively partitioned, thus dividing into increasingly homogeneous 

data subsets [24, 25]. 

- Support Vector Machines (SVM). SVM construct optimal separation limits between variables, 

applying the input data in a larger nonlinear space, called characteristic space [27]. Furthermore, the 

algorithm uses different kernel functions to model different degrees of nonlinearity and efficiency [25]. 

- K-Nearest Neighbors (KNN). The main objective of the KNN classifier is to predict the closest 

value using distance as a basis is a widely used technique the euclidean distance [23]. The classification 

of the input data is based mainly on the selection of the majority class among its nearest neighbors [28]. 

- Gaussian Naive Bayes (GNB). GNB classifier is considered a powerful probabilistic algorithm, 

based on Bayes Theorem, in which it ignores the possible dependencies between characteristics, 

reducing the multivariate problem to a univariate problem [23, 24, 28]. 

- Multilayer Perceptron (MLP). MLP is a nonparametric estimator, which has the structure of 

an artificial neural network and is formed by one or more interconnected layers [24]. This algorithm 

uses the backpropagation technique to improve the prediction of the model, in which the gradient is 

calculated using the error function and the neural network weights, and each node in the model uses a 

non-linear activation function [25]. 

- Random Forest (RF). RF is a flexible algorithm and is an expansion of the Decision Tree. This 

algorithm creates randomness from a dataset and trains each of its trees with different random data, then 

the trees are grouped, and by combining their results the errors are calculated to have a more accurate 

prediction [23]. 

- Gradient Boosting (GB). GB is a robust classifier that combines several sequential classifiers, 

each classifier has a different weight, and the error calculated by each classifier is used to improve the 

prediction value [23, 27]. 

- Extreme Gradient Boosting (XGB). XGB method is an improved version of Gradient 

Boosting, in which this algorithm uses a split search approach for existing sparse patterns in the data to 

make the training of the model more efficient, and the risk of overfitting the model is controlled [23, 

24]. 

3.4. Cross Validation and performance measures 

Cross validation is used for the evaluation of machine learning models, where the dataset 𝒳, used 

for the development of the model, is partitioned into 𝑘 subsets (k-folds) of data of equal size (𝒳𝑖 , where 

𝑖 = 1, 2, … , 𝑘) [23,24]. In the division of the dataset, 𝑘 − 1 is used for model training 𝒯, and the 

remainder is used for model validation 𝒱, as shown in Equation (3): 

𝒱1 = 𝒳1 𝒯1 = 𝒳2 ∪ 𝒳3 ∪ ⋯ ∪ 𝒳𝑘

𝒱2 = 𝒳2

⋮
𝒱𝑘 = 𝒳𝑘

𝒯2 = 𝒳1 ∪ 𝒳3 ∪ ⋯ ∪ 𝒳𝑘

⋮
𝒯𝑘 = 𝒳1 ∪ 𝒳2 ∪ ⋯ ∪ 𝒳𝑘−1

 (3) 

The main advantage of the k-fold method is that each subset is used in the testing process only once, 

reducing the possibility of biased training [23]. 

On the other hand, the models are evaluated, assuming that the validation data (𝒱) follow the same 

distribution as the training dataset (𝒯). In the literature, there are several evaluation metrics, however, 

a standard metric to measure the efficiency of prediction models has not yet been established [17]. In 



 

this work, the performance of the tested models is evaluated based on the comparison of different 

metrics. 

According to Marsland [23], the following lines describe the performance metrics used in this work: 

- Confusion matrix. It helps to evaluate the quality of the classification model and is represented 

by a matrix, which allows visualizing the performance of each class of the prediction model, as 

illustrated in the following matrix: 
 

 Predicted 

Actual 

 Positive Negative Total 

Positive TP FP TP + FP 

Negative FN TN FN + TN 

Total TP + FN FP + TN  
 

- Accuracy. Defined as the sum of the total of true positives and true negatives divided by the 

total number of results, Equation (4): 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑛° 𝑇𝑃 + 𝑛° 𝐹𝑃

𝑛° 𝑇𝑃 + 𝑛° 𝐹𝑃 + 𝑛° 𝐹𝑁 + 𝑛° 𝑇𝑁
 (4) 

- Precision. Defined as the ratio of the number of correctly predicted true positives to the total 

number of predicted positives, according to Equation (5): 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑛° 𝑇𝑃

𝑛° 𝑇𝑃 + 𝑛° 𝐹𝑃
 (5) 

- Recall. It is also known as the true positives rate. Defined as the ratio of the number of correct 

positives to the total predictions classified as positives, as was shown in Equation (6): 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑛° 𝑇𝑃

𝑛° 𝑇𝑃 + 𝑛° 𝐹𝑁
 (6) 

- F1-score. A single measure that combines the sensitivity and precision value of the prediction 

model, according to Equation (7): 

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 = 2 ×
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 (7) 

4. Results and discussion 

This section presents the exploratory analysis of the collected data and the main results of the 

experiments performed in the model development process. 

4.1. Exploratory Analysis 

The age, weight, and height features are quantitative of the rational type. Table 5 presents the 

descriptive statistics of the features. 
 

Table 5 
Descriptive statictics 

Statictics Mean S.D.a Minb Q1c Q2d Q3e Maxf 

Age 24.31 6.35 14.00 19.95 22.78 26.00 61.00 
Height 1.70 0.09 1.45 1.63 1.70 1.77 1.98 
Weight 86.59 26.19 39.00 65.47 83.00 107.43 173.00 

a) S.D.: Standard deviation, b) MIN: Minimun, c) Q1: First quartile, d) Q2: Second quartile (median), e) Q3: 
Third quartile, f) MAX: Maximun. 

 



 

Additionally, Figure 4 shows the data distribution of the numerical features. 
 

   

(A) Age (B) Height (C) Weight 

Figure 4: Distribution of the numerical features 
 

The age data used for this work ranged from 14 to 61 years of age, with a mean age of 24 years. The 

mean height of the data collected was 1.7 (m.), the range was 1.45 (m.) as a minimum and 1.98 (m.) as 

a maximum. The data collected related to weight ranged from 39.00 (kg.) to 173.00 (kg.), and the mean 

weight was 86.59 (kg.), Table 5. 

The target feature of the classes was calculated using the weight and height of each instance with 

Equation (1). Figure 5 shows the distribution of the calculated BMI values. 
 

 

 
BMI 

Figure 5: Distribution of the BMI 
 

The calculated BMI values ranged from 13.00 to 50.81, with a mean equal to 29.70 and a standard 

deviation of 8.01. In Figure 6 of the number of instances per class of the target feature, it is observed 

that the classes of the collected dataset were unbalanced, as the pre-obesity class (26.8%) has the largest 

number of instances. 

 
Figure 6: Target feature classes 

4.2. Experiments and evaluation 

The experiments were carried out with 14 features of the data set, variables such as: n_gender, n_age, 

c_FMOW, c_ECFF, c_EVM, c_MMHD, c_EFBM, c_SMOKE, c_WDRD, c_DRAL, c_MCED, 

c_HPHA, c_TTEC, and c_TRANSP (Table 3). The weight and height features were used to calculate 

the BMI, and also to classify each instance. 

In the data transformation process, the characteristics of c_MMHD, c_WDRD, c_HPHA, c_TTEC 

and c_TRANSP were decomposed into dummy variables. The age feature was normalized so that the 
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difference between the ranges of each feature does not affect the performance of the model. 

Furthermore, class balancing was only applied in the training set, since the target feature has 6 

unbalanced classes (see Table 4 and Figure 6). 

In the training and evaluation process, eight machine learning methods were tested (subsection 3.3). 

The prediction of the tested models were internally validated by 10-fold cross-validation. On the other 

hand, the Random Search method was used to find the best combinations of hyperparameters for each 

of the tested models. Table 6 presents the optimal hyperparameters for each model. 
 

Table 6 
Hyperparameters of the models 

Models Hyperparameters 

Decision tree 
splitter: 'best', min_samples_split: 2, min_samples_leaf: 1, criterion: 
'entropy' 

Support vector machines 
C: 90.11, break_ties: True, kernel: 'linear', probability: False, 
shrinking: True, tol: 0.51 

K-Nearest Neighbors 
weights: 'distance', p: 1, n_neighbors: 2, leaf_size: 8, algorithm: 
'kd_tree' 

Gaussian Naive Bayes var_smoothing: 0.0009 

Multilayer Perceptron 
tol: 0.01, solver: 'lbfgs', shuffle: True, max_iter: 530, 
learning_rate_init: 0.30, learning_rate: 'invscaling', alpha': 0.69, 
activation: 'relu' 

Random forest 
n_estimators: 390, min_samples_split: 8, min_samples_leaf: 1, 
criterion: 'gini', bootstrap: False 

Gradient Boosting loss: 'deviance', criterion: 'mse' 

Extreme Gradient Boosting 
'booster': 'gbtree', 'eta': 0.0033752879456183816, gamma: 1, 
predictor: 'cpu_predictor', tree_method: 'approx' 

 

Figure 7 shows the performance behavior in each fold, according to the metrics of accuracy, 

precision, recovery, and F1-score.  
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Figure 7: Performance of models tested with cross-validation (10-folds) 
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Figure 7 shows that each model generated with cross-validation showed a different behavior, 

according to each subset of data from each fold. The models that presented a greater variation in their 

performance values in each fold, according to the metrics considered, were the gaussian naive bayes 

(GNB) and multilayer perceptron (MLP) models. 

Additionally, Table 7 present the mean performance values of the trained models. 
 

Table 7 
Mean performance values of the models 

Models Accuracy (CI95%
a)  Precision (CI95%) Recall (CI95%) F1-score (CI95%) 

Decision Tree 72.62 (±1.49) 73.33 (±1.49) 73.43 (±1.49) 73.11 (±1.47) 
Support Vector Machines 59.45 (±1.03) 62.55 (±1.44) 64.24 (±0.94) 60.83 (±0.94) 
K-Nearest Neighbors 67.69 (±1.67) 68.37 (±2.23) 66.70 (±1.66) 66.44 (±1.53) 
Gaussian Naive Bayes 46.24 (±2.48) 51.70 (±2.84) 53.33 (±2.41) 45.55 (±2.58) 
Multilayer Perceptron 63.77 (±4.65) 65.11 (±4.66) 66.60 (±4.17) 65.05 (±4.69) 
Random Forest 77.69 (±1.52) 78.53 (±1.25) 78.15 (±1.69) 78.09 (±1.52) 
Gradient Boosting 73.43 (±1.88) 74.34 (±1.85) 75.67 (±1.85) 74.45 (±1.69) 
Extreme Gradient Boosting 70.06 (±1.21) 71.10 (±1.34) 73.51 (±1.23) 71.37 (±1.11) 

(a) CI95%: Confidence interval 
 

The results of Table 7 show that the gaussian naive bayes model presented the lowest performance 

values, compared to the other models. On the other hand, the extreme gradient boosting, decision tree, 

gradient boosting, and gradient boosting models showed better performance, with values higher than 

70% in the evaluated metrics. 

The model with the best performance in all the metrics evaluated was the random forest (final model 

selected), with 77.69% (±1.52) accuracy, 78.53% (±1.25) precision, 78.15% (±1.69) recall, and 78.09% 

(±1.52) F1-score. 

The random forest model selected even obtained values that surpass the results obtained in other 

similar researches where obesity was analysed with features associated with eating habits and physical 

condition, such as the study by Tharmin et al. [17] who selected the logistic regression model as the 

best, generating 72% accuracy and 69% precision, and Wang et al. [20] with 70.77% accuracy in the 

SVM model selected. 

Finally, the final model was tested with real data, to identify people with obesity or overweight.  

Figure 8 shows each of the data entered in the final model and its respective prediction for each query 

made. 
 

  

(A) First query with real data (B) Second query with real data 

Figure 8: Model predictions with real data. 
 

The BMI for each interviewee was calculated manually, to check the classes predicted by the 

classification model. From Figure 8(A), the weight and height of the 53-year-old interviewee were 65 

kg and 1.57 m, respectively. The BMI of the first interviewee was 26.37 kg/m2, which according to 



 

Table 4 is classified as pre-obesity. The weight and height of the 31-year-old interviewee were 75 kg 

and 1.74 m respectively, and the BMI = 24.77 kg/m2, which is classified as normal weight (Figure 

8(B)). Therefore, these results show that the values obtained with the model and those calculated 

manually were the same. 

5. Conclusion 

Overweight and obesity are considered an epidemiological problem since it is related to various 

diseases such as hypertension, type 2 diabetes mellitus, osteoarthritis, stroke, some types of cancer, and 

even death. At the global level, the prevalence of overweight and obesity has increased considerably, 

and it is estimated that by 2030 the global prevalence of overweight will increase to around 50%. 

Preventing obesity is not an easy task as it requires the intervention of government, industry, and 

specialists in the area. Thus, curbing overweight and its effects requires important changes in the 

population's lifestyle, mainly in physical activity and eating habits. 

In this context, thanks to technological advances, there are currently tools such as artificial 

intelligence and machine learning that can be used as support for the prevention and identification of 

people with overweight and obesity. Machine learning models can be used as an advantage in the 

medical field since specialists in the area can make use of these tools as a support tool for decision-

making. 

In this work, eight machine learning models were tested, such as decision tree, support vector 

machines, k-nearest neighbors, gaussian naive bayes, multilayer perceptron, random forest, gradient 

boosting, and extreme gradient boosting, to develop an intelligent model for the identification of people 

with obesity or overweight, which will serve as support in the decision-making to specialists in the area. 

On the other hand, the data used for the development of the model were collected through a survey, 

in which information related to the eating habits and physical activity of the interviewees was collected. 

The database labeling was performed based on the BMI classification table, in which the weight and 

height of each instance were used.  

Furthermore, 10-fold cross-validation was used and the hyperparameters of the tested models were 

optimized. The results showed that the random forest model obtained the best results in the performance 

metrics, with 77.69% accuracy, 78.53% precision, 78.15% recall, and 78.09% F1-score. Other tested 

models that obtained values in the performance metrics higher than 70% were extreme gradient boosting 

(70.06% accuracy), decision tree (72.62% accuracy), and gradient boosting (73.43% accuracy). 

Finally, machine learning models showed good performance for BMI classification, even when data 

related to diet and eating habits were used. The models developed demonstrated that machine learning 

is a powerful tool that can be used in the medical field to make decisions for timely treatment for people 

at risk of obesity.  
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