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In some regions, mainly occupied by agriculture and cattle breeding, irreversible soil changes, e.g. 
desertification, have appeared, which can lead to serious environmental and economic problems. This 
paper considers the application of neural networks for prediction and assessment of desertification-

prone lands using satellite images. An autoencoder type of the neural network is applied for these 
purposes. Datasets were generated for training from the Sentinel-2 satellite open database. The first 
network was used for prediction. The second network is responsible for segmentation of the image 
into classes using NDVI index. In this paper we explain the method, the architecture of the network 
and present some experimental results.  The presented method allows making a qualitative and 
quantitative assessment of possible changes, which can be useful for planning preventive works.  
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1. Introduction 

Desertification is one of the problems which can have a negative impact on the economy and 
agriculture. Almost 30% of the land area are deserts and semi-deserts and about 5% of it are located 
on the territory of Russia, predominantly in the south near the Caspian Sea. And each year situation 
become worse [1-2].  

It would be useful to predict what could happen in a few years and to evaluate qualitative and 
quantitative changes to plan campaigns to prevent negative changes. Satellite images can be used for 
this purpose. The process is divided into 2 steps: prediction and segmentation. An autoencoder type 
neural network was chosen for both of them.  

2. Datasets 

There are no suitable datasets for the considered purpose, so special sets of images were 
created.  Google Earth Engine [3] allows users to download satellite images in a high quality for free. 
Sentinel-2 level 2a was chosen because it has extra tools for preprocessing, and it is possible to 

download images in different spectrum.  
The area of The Republic of Kalmykia, which is approximately 85 000 square kilometers, was 

chosen. It was divided into 72 parts. The images were downloaded in RGB. The side of one pixel 
corresponds to 10 meters. Data was downloaded for the period 1st April - 1st October of 2019 and 
2020 years. Each image was divided into squares 64x64. Finally, dataset contains almost 400 000 
pairs.  

3. Prediction 

Prediction is the first stage. Since the images were downloaded for 2019 and 2020 years, the 

network will predict a year ahead. The following are examples of this dataset [fig. 1]. Left image is an 
input and right image is an output. 

(a)     (b) 
Figure 1. Dataset’s elements: a) 2019 year (input) b) 2020 year (output) 

An autoencoder type of neural networks was selected for the considering purpose. An 
important advantage of autoencoders is also the fact that autoencoders are auto-associative networks. 
Therefore, their customization is carried out through self-learning (unsupervised learning) and does 
not require the involvement of large and representative databases of labeled data. It consists of two 
parts [4]. The first part is encoder. The architecture of encoder is presented in figure 2.  
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Figure 2. The architecture of encoder 

The architecture of decoder is presented in the figure 3. 

Figure 3. The architecture of decoder 

4. Segmentation 

The second stage is segmentation and assessment of changes. Initially SCL band (Scene 
Classification Map) which contains 11 classes (water, bare soils, vegetation, clouds etc.) was 
considered as a source of training data, but the quality of these images wasn’t suitable. But this 
satellite has other useful bands. It has NIR and RED images to form NDVI images [5].  

 

NDVI is an index, which can be used to distinguish different types of objects depending on its 
value [table 1].  

Table 1. Object type depending on NDVI value 

Object Type NDVI value 

Dense vegetation 0.7 

Sparse vegetation 0.5 

Open soil 0.025 

Clouds 0 

Snow and ice -0.05 

Water -0.25 

Artificial materials (concrete, asphalt) -0.5 
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NDVI images are suitable for determining bare soils and vegetation. Dataset of these images 

can be used for teaching the second network. Applying digital image processing techniques to the 
resulting image it is possible to find desert areas and evaluate changes.  

5. Experimental results 

Training parameters for the network were: 

  Images: 200 000 pairs of RGB images 64x64 

  Loss functions: The mean squared error (MSE) and the binary cross-entropy (BCE) 

  Optimizer: Adam 

  Metrics: Accuracy 

  Number of epochs: 70 
 Graphs of loss-functions and of accuracy for training and validation parts were received [fig. 

4-5]. MSE function gives values of loss-functions an order of magnitude less.  

    (a)       (b)  

Figure 4. The loss-functions for the training and validation parts: a) BCE; b) MSE. 

     (a)       (b)  
Figure 5. The accuracy for the training and validation parts: a) BCE; b) MSE. 

MSE gives slightly better result. In figure 6 images for 2 loss functions are presented. 
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(a)             (b) 

Figure 6. The outcomes of the network: a) BCE; b) MSE. 

Accuracy is about 96%. It is good enough for the second stage.  

6. Conclusion 

The described method allows not only to conduct a qualitative and quantitative analysis of 
land changes, but also to make a prediction. It is necessary to form dataset for the second stage and 

conduct experiments. The last step is to connect the outcomes of the networks to make conclusions 
about soil condition. 
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