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Abstract  
The fundamental problem of creating methods and means of ensuring the stability of 

technological processes subject to random fluctuations is considered. The existing theoretical 

and methodological apparatus does not allow industrial enterprises in some cases to effectively 

solve the problems of safety and process control. The article discusses the issues of creating 

methods and means of building hybrid expert systems to control the evolution of continuous 

multi-stage processes under conditions of dynamic uncertainty. The measured values of 

diagnostic variables coming from sensors form a multidimensional information flow 

describing the state of the technological process. The constant flow of information in the form 

of fast, changing, unpredictable and unlimited data flows creates the need for incremental 

approaches to information processing. Perform calculations on it in real time as soon as it 

becomes available. A method for detecting anomalies in a multisensory distributed 

measurement system is proposed. It allows you to combine the measurement results obtained 

from individual sensors. The Esp System expert system is described, which makes it possible 

to identify anomalies in the flow of the technological process and determine the source of 

anomalies, including taking into account the uncertainty of technological information.  
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1. Introduction 

The problem of anomaly detection in complex dynamical systems is a developing area of scientific 

research and is actively discussed in the literature [1, 2, 3, 4]. There are various approaches to its 

solution, defined by classes of applied problems. When developing a method for detecting anomalies 
in continuous multistage production systems, it is necessary to take into account the features of the 

technological process. The state of the technological process S at each moment of time t is characterized 

by a set of technological parameters (technological variables) obtained from the sensors of the 

measurement system. If the technological process proceeds normally, the values of the diagnostic 
variable fluctuate within the specified limits. This indicates that the random process defined by the 

diagnostic variable is stationary. The output of the diagnostic variable beyond the limit values indicates 

a malfunction of the process equipment. However, even with normally operating equipment, there may 
be rare short-term cases when the values of the diagnostic variable go beyond the regulatory limits. 

Control over the state of the technological process is carried out on the basis of a sequence of measured 

values of technological parameters. The moment of transition of the technological process to a non-
stationary mode determines the bifurcation point, i.e. the moment of transition of the system to a critical 

state. The task of process safety management is to prevent the system from going into a critical state. 

The issues of identifying anomalies in the flow of technological data and determining the sources of 

their formation are discussed in this article. The paper is structured as follows. Section 2 describes the 
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method developed by the authors for detecting anomalies in the multidimensional flow of technological 
data. In the third section, the possibilities of an expert system to identify the source of the formation of 

abnormal data are considered. In the section 4, the architecture of software and hardware of a distributed 

multisensory system for processing primary information is considered. 

2. Method for detecting anomalies in multidimensional time series 

The measurement system includes D sensors of technological equipment. For any sensor d and for 

any fixed time points t, the sequence of values of technological parameters 𝑦1
(𝑑)

, 𝑦2
(𝑑)

, … , 𝑦𝑡
(𝑑)

, is a set 

of sample values of a separate implementation of a random process. When designing a system, 

technological restrictions are imposed on the values of these parameters in the form of upper 𝑦𝑑
𝑢 and 

lower 𝑦𝑑
𝑙 , boundaries. These parameter constraints define the area of the Sw's operational state. Going 

beyond these limits means the transition of the system to a critical state of Sk. It is obvious that the 
transition of a technological system from a normal state to a critical one is possible in the presence of a 

certain stable trend of movement of diagnostic variables beyond the normative boundaries. The most 

important characteristics of a random process 𝑌𝑡
(𝑑)

= {𝑦1
(𝑑)

, 𝑦2
(𝑑)

, … , 𝑦𝑡
(𝑑)

, … , 𝑦𝑇
(𝑑)

} are its average value 

and autocorrelation function. During normal operation of technological equipment, a random process 

can be considered ergodic. The mean value and the autocorrelation function can be determined by 

averaging one sampling function over time. For a non-stationary process, the mean value and the 
autocorrelation function will depend on time. the harbinger of the transition of the system to a critical 

state is a violation of the stationary process and going beyond the boundaries of a stable regime. To 

check the stationarity of a random process, it is necessary to make sure that its characteristics do not 
change with a time shift. If the process is not stationary, then its characteristics calculated at different 

time intervals will change significantly. The main characteristics, the analysis of which makes it 

possible to check the weak stationarity of the process, are the average values and the autocorrelation 

function. Our proposed method for determining the stationarity of a multidimensional random process 
consists in analyzing its main characteristics calculated on the basis of sample data for short time series. 

Consider a measurement system consisting of D sensors. The set is a set of values of sample functions 

of a D-dimensional random process at time t. We will analyze the state of the system based on studying 
the sequence of observed values of a time series of length L. Preliminary preparation of data for analysis 

includes the following steps. The time series under study is divided into N short intervals, called time 

windows for all sensors d. Denote i the number of the i-th time window for all sensors d. We define the 

length of the time window as T. Let's denote the observation number in the window as t. We will first 
calculate the average values and standard deviations of the "normal process" for a sufficiently long 

sample for each sensor. Let 's denote these values as  

�̅�𝑑 =
1

𝑇
∑ 𝑦𝑡

𝑑

𝑇

𝑡=1

 

and 

𝑠𝑑 = (
1

𝑇 − 1
∑(𝑦𝑡

𝑑

𝑇

𝑡=1

− �̅�𝑑)2)0,5. 

Time windows can be contiguous or have a certain interval. The state of the system at time t is 

denoted by  

𝑦𝑡 = [𝑦𝑡
1, 𝑦𝑡

2, … , 𝑦𝑡
𝑑 , … , 𝑦𝑡

𝐷, 

where 𝑦1
𝑑 represents the value of sensor d (𝑑 = 1; 𝐷̅̅ ̅̅ ̅ ). The set of sensor d readings in in the i-th time 

window is denoted as 

𝑦(𝑖,𝑑) = [𝑦𝑡
(𝑖,𝑑)

, 𝑦2
(𝑖,𝑑)

, … , 𝑦𝑇
(𝑖,𝑑)

]. 
At the first stage, we will bring all sensor readings into a dimensionless form, normalizing their 

values using the expression  



𝑧𝑡
(𝑖,𝑑)

=
𝑦𝑡

(𝑖,𝑑)
−�̅�𝑑

𝑠𝑑
. 

The purpose of this transformation is to eliminate the influence of dimension on the analysis result. 

As a result of normalization, we get the sequence  

𝑧(𝑖,𝑑) = [𝑧𝑡
(𝑖,𝑑)

, 𝑧2
(𝑖,𝑑)

, … , 𝑧𝑡
(𝑖,𝑑)

, … , 𝑦𝑇
(𝑖,𝑑)

]. 
The second step is to separate the random fluctuations contained in the sample data. To do this, we 

apply smoothing using a moving average, which can be determined by the formula 

𝑐𝑡
(𝑖,𝑑)

=
𝑧𝑡−𝑝

(𝑖,𝑑)
+ 𝑧𝑡−𝑝+1

(𝑖,𝑑)
+ ⋯ + 𝑧𝑡+𝑝−1

(𝑖,𝑑)
+ 𝑧𝑡+𝑝

(𝑖,𝑑)

2𝑝 + 1
. 

Where 𝑐𝑡
(𝑖,𝑑)

 is the value of the moving average at time t; 2p+1 is the length of the smoothing interval. 

As a result of the transformations performed, we get N sequences of smoothed normalized values of 

the original time series for sensor d: 

𝑐(𝑖,𝑑) = [𝑐𝑡
(𝑖,𝑑)

, 𝑐2
(𝑖,𝑑)

, … , 𝑐𝑡
(𝑖,𝑑)

, … , 𝑐𝑇
(𝑖,𝑑)

]. 
In the third step, we calculate the average values of the time series in each window and get a sequence 

for each sensor 

𝑐̅(𝑑) = [𝑐̅(1,𝑑), 𝑐̅(2,𝑑), … , 𝑐̅(𝑖,𝑑), … 𝑐̅(𝑁,𝑑)]. 
The grouped average values of the smoothed time series for all sensors form a D × N matrix of the 

form 

𝐶1 = [
𝑐̅(1,1) … 𝑐̅(𝑁,1)

… … …
𝑐̅(1,𝐷) … 𝑐̅(𝑁,𝐷)

] 

Denote by Ψ1 the norm of the matrix C1 so that Ψ1 = ‖𝐶1‖. We calculate its value and perform data 
transformation as follows. 

Add a new window for all sensors and delete the first one. We repeat steps 1-3 sequentially and get 

a sequence of values Ψ1, Ψ2, ..., Ψl, ..., ΨL, where L is the number of repeated data updates, which is 

determined experimentally. We check the resulting sequence for the presence of a trend using a 
modification of the Foster-Stewart criterion. To do this, we determine the values 

𝑢𝑘 = {
1   𝑖𝑓  Ψ𝑘 >  Ψ𝑘−1, Ψ𝑘 − 2, … , Ψ1 
0     𝑒𝑙𝑠𝑒                                              

 

and 

𝜈𝑘 = {
1   𝑖𝑓  Ψ𝑘 <  Ψ𝑘−1, Ψ𝑘 − 2, … , Ψ1 
0     𝑒𝑙𝑠𝑒                                              

 

To test the hypothesis about the presence of a trend in the data, we calculate statistics 

𝑊 = ∑(𝑢𝑘 − 𝜈𝑘)

𝐿

𝑘=2

 

In the absence of a trend, the normalized value of statistics 

𝑡𝑊 =
𝑊

�̂�𝑤
, 

where 

�̂�𝑊 = (2 ∑
1

𝑘

𝐿

𝑘=2

)0,5 

is approximately described by the Student's distribution with degrees of freedom df = L. 

As noted above, to check the stationarity of the process, it is necessary to check the absence of a 
trend not only of average values, but also of autocorrelation functions. Assuming that the mean value 

of the square or variance of the process under study is stationary, and the autocorrelation function is 

also stationary. The problem of identifying the stationarity of the autocorrelation function is reduced to 
the problem of checking the stationarity of the mean value of the square of the magnitude z - z2. The 

testing procedure is in many ways similar to the procedure for checking the stationarity of the average 

z value. Step 1 remains unchanged, step 2 is skipped, and in the third step we calculate the average 
values of the square of the magnitude z using the expression  



𝑧̅2 =
1

𝑇 − 1
∑ 𝑧𝑡

2

𝑇
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The obtained average values of the square of the magnitude z for each sensor window d form a 

sequence 

𝑧�̅�
2 = [𝑧1̅𝑑

2 , �̅�2𝑑
2 , … , 𝑧�̅�𝑑

2 , … , 𝑧�̅�𝑑
2 ] 

The grouped average values of the smoothed time series for all sensors form a D × N matrix of the 

form 

𝑧1̅
2 = [

𝑧1̅1
2 … 𝑧�̅�1

2

… … …
𝑧1̅𝐷

2 … 𝑧�̅�𝐷
2

] 

Let Θ1 denote the norm of the matrix 𝑧1̅
2 so that Θ1 = ‖𝑧1̅

2‖. We calculate its value and perform data 

transformation as follows. Add a new window for all sensors and delete the first one. We repeat steps 
1, 3 sequentially and obtain a series of values Θ1, Θ2, …, Θl, …, ΘL, where L is the number of repeated 

data updates. 

Using a modification of the Foster-Steward criterion, we check the resulting sequence for the 

presence of a trend.  
The considered method of detecting anomalies of multidimensional time series is built into an expert 

system. 

3. ExpSystem communication 

To support decision-making on safety management of continuous multistage technological 
processes, the authors have developed an expert system  ExpSystem [5, 6]. It allows you to combine 

the results of expert assessment and quantitative analysis of the state of the technological process to 

control the safety of production in conditions of uncertainty. Figure 1 shows a three-step procedure for 
determining the bifurcation point, identifying technological circuits responsible for disrupting the 

normal operation of the system and finding faulty equipment. 

Figure 1: Diagram of a three-step diagnostic  

At the first stage of the procedure, parametric diagnostics is carried out, based on continuous 
monitoring of data coming from sensors of technological equipment. The values of diagnostic variables 

measured at a discrete time t reflect the dynamics of changes in the state of the technological process. 



The analysis of the current values of diagnostic variables in accordance with the procedure described 
in section 2 serves as the basis for identifying bifurcations of the technological process. As a result of 

the analysis, diagnostic variables are determined whose values go beyond technological limitations. 

Figure 2 shows an example of detecting abnormal values of diagnostic variables. 

 

 
Figure 2: Abnormal values of technological parameters are shown in red  

 

If the beginning of the transition of the technological process to a non-stationary mode is recorded 

at the first stage, the expert system proceeds to the second stage. The task of the second stage is to 

identify technological chains (stages) of continuous production, which are possible sources of critical 
condition formation. To do this, a diagnostic matrix is used, which determines the probability of a 

connection between diagnostic variables and the stages of the technological process. Using the 

Dempster-Schafer trust function allows determining the overall probability measure on subsets of faulty 
process chains [7, 8]. It allows you to combine individual evidence and determine the probabilistic 

characteristics of the violation of the technological process for its individual stages. The third stage of 

the procedure for diagnostics and analysis of the state of multistage production is the search for faulty 
devices in the process chain identified at the second stage. For this purpose, a knowledge base is used, 

which is formed by specialists in accordance with technological regulations. Troubleshooting is carried 

out by the operator through a dialogue with the expert system.  

4. Multisensor system for processing primary information 

The multidimensional information flow in the control system of continuous multi-stage 

technological processes is formed by a set of sensors that register the values of technological parameters 

in real time. The high frequency of parameter values removal required by the technological regulations 

leads to the need to transmit and process large volumes of data at high speed. Taking into account the 
limited capabilities of the equipment, we can talk about distributed data processing on a certain set of 

application servers (Server App1) of the first stage. Each of the Server App1 can process only a certain 

portion of the readings of a part of the sensors. After processing the data, each Server App1 must transfer 
its part of the data to the database server (Server BD) and the main server (Server APP2) where the 

final analysis of the data received from the Server App1 of the first stage should be performed. As such 

devices, programmable external interface cards (PEIC) were used to read and transmit sensor readings 
with a low-level GPIO interface (General Purpose Input/Outputs), to the outputs of which all kinds of 



sensors can be connected. At the same time, it is possible to use both sensors with a single-wire bus for 
data transmission (1-Wire) and with a multi-wire bus (I2C, SPI standard). 

The presented architecture assumes the following interaction of components. The process of 

obtaining sensor readings consists of two cycles – a data measurement cycle and a data capture cycle. 

All commands are initiated by the PEIC master device, which, having received the sensor readings in 
the form of electrical pulses, converts them into numerical form and sends them to Server App1 over 

the Modbus RTU network for further processing. The data from the sensors is received at certain 

intervals to the PEIC device and transmitted over the network to the first-stage Server App. The latter 
install applications that represent OS services. Thus, the processing time for primary data is minimized. 

The Server App of the second stage performs the final processing of data and provides them for analysis 

using the ExpSystem client application to the expert technologist's terminal over the HTTP protocol. A 
Firewall is enabled on the Server App server of the second stage, which, if necessary, will block 

unauthorized access to the server. In addition to Server App servers and PEIC clients, the system 

includes a MySQL database server (DB server) for data storage. All equipment is integrated into a 

Modbus RTU network using routers. 
The presented architecture makes it possible to analyze technological data (sensor readings) in a 

timely manner and, if necessary, to act properly, in case of a malfunction, on the technological process 

to an expert technologist in real time. 
For control systems of continuous multi-stage technological processes, monitoring and control are 

possible only on the basis of data streams coming from sensors. Streaming data processing has an 

advantage in terms of data processing time due to real-time operation, if possible, transfer already 
processed up-to-date data for further use and in terms of uniformity of the load on software and 

hardware. The ExpSystem used a distributed computing model [10, 11, 12] used for parallel computing 

over very large datasets in computer clusters. 

The streaming data processing technology [13, 14] developed for the ExpSystem requires 
parallelization. The readings of each sensor are stored in the device's own memory. The sensor 

communicates over the 1-Wire bus. All processes on the bus are controlled by a central microprocessor. 

Initialization and reading commands are evaluated in a few microseconds. To parallelize the data flow, 
sensors are grouped together. To distinguish them, the leading device of the group uses a 64-bit serial 

code unique for each sensor. On each master device of the PEIC, the algorithm of interaction of the 

devices with sensors is launched, described below. 

Algorithm: 
Cycle 

The PEIC device generates a sensor initialization command 

If the sensors respond, they simultaneously form presence pulses, then  
The PEIC device generates a command Reading the sensor memory readings 

The PEIC device detects sensors for reading readings, leaving all sensors active 

The PEIC device reads the sensor memory readings 
If the readings of the read parameter exceed or below a certain value, then 

The PEIC device sends the marked sensor readings to the first stage Server App 

with the "failure" key about a possible system failure 

Otherwise  
The PEIC device sends sensor readings to the Server App of the first stage in the 

order they are received with the "normal" key 

All_if 
The PEIC device deactivates the sensors 

All_if 

All_cycle 
Thus, the main task of the leading PEIC devices is to survey sensors and transmit their readings in 

digital form to communication channels. In order to ensure the distribution of calculations across several 

master devices of the PEIC, they are combined into a cluster. Data from each cluster is transmitted to 

the application servers over a computer network. The first stage server (Server App1) receives this data 
in real-time, and performs their initial operational processing. In this case, the marked data is delivered 

to Server App1 first. Then the processed data is transferred to the main Server App 2. The proposed 

scheme for processing streaming data in a multisensory system allowed minimizing processing time 



during data analysis. The models and tools for processing streaming data described in this paper have 
been pre-tested and have shown their effectiveness in processing streaming data from 30 sensors with 

a data capture rate of 2 minutes. Further research is related to the development of reliable methods for 

determining bifurcation points under partial uncertainty conditions. 

The proposed approach to detecting anomalies in continuous multi-stage technological processes is 
implemented in the ExpSystem expert system developed by the authors. The method of predicting 

critical states of the technological process is the initial stage of a sequential analysis of the state of 

operation of the technological complex, starting from the localization of the source of problems to the 
level of primary malfunction. Tests conducted on model data confirmed the predictive ability of the 

proposed method. Further development consists in improving the proposed method in terms of 

increasing its performance and reducing errors of the first and second kind. 
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