
266 

 

Efficiency Of Servicing Heterogeneous Traffic When Allocating 
Cluster Nodes For Redundant Execution Of Latency-Critical 
Requests  

 

Vladimir A. Bogatyrev 1,2, Stanislav V. Bogatyrev  1,3 and Anatoly V. Bogatyrev 3.  

 
1 ITMO University, Kronverksky Pr. 49, bldg. A, Saint-Petersburg, 197101, Russia 
2 Saint-Petersburg State University of Aerospace Instrumentation, 67, Bolshaya Morskaia str. St Petersburg, 

Russia  
3 JSC NEO Saint Petersburg Competence Center, 1-Ya Sovetskaya, house 6 str. St. Petersburg, Russia  

 

  

Abstract  
For computer systems of cluster architecture operating in real-time, criteria for the overall 
efficiency of servicing requests of traffic that is heterogeneous in terms of criticality to delays 

are proposed and justified. The possibilities of increasing the overall efficiency of servicing 
heterogeneous traffic are analyzed. The replication of waiting-critical requests and the division 
of cluster resources between requests with different limits of acceptable delays are considered 

as mechanisms for improving service efficiency. The number of cluster nodes (resources) 
allocated for servicing requests of different criticality to waiting is determined based on the 

ratio of the allowed waiting time for critical and other requests, the rigidity of the requirements 
for fulfilling the waiting time limits for them, as well as the ratio of the intensity of receipt of 
these requests. As a generalized indicator of the efficiency of servicing heterogeneous traffic 

by a computer cluster, the profit from the provision of information services is selected. An 
analytical model is proposed and the efficiency of redundant service options with possible 
separation of cluster nodes for solving requests of different criticality to waiting is determined. 

It is shown that there is a region of efficiency of reserved servicing of latency-critical requests 
when dividing cluster nodes into groups designed to service requests of different latency 

criticality. The expediency of setting and solving the optimization problem of determining the 
multiplicity of reserving various types of requests and dividing the cluster into groups is shown. 
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1. Introduction 

For information and communication systems operating in real-time, including as part of cyber-

physical systems [1-4], the key is to ensure high reliability and fault tolerance when fulfilling 

restrictions on the execution time of the request flow [5-9]. In some cases, to support the functional 

reliability of computer systems, it is necessary to ensure the continuity of the computing process and 

the timeliness of servicing requests in case of accidental failures and malicious influences [10-12]. 

Modern real-time info-communication systems are often characterized by heterogeneity of the flow 

of requests in terms of functionality and criticality to reliability and acceptable waiting time. 

For computer systems, the efficiency of functioning is achieved when resources are consolidated as 

a result of their association into clusters. For real-time systems, in the case of traffic heterogeneity in 

the allowable waiting time, the reliability and timeliness of servicing a set of requests in a cluster can 
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be maintained by prioritizing them, balancing a load of nodes, replicating the most latency-critical 

requests, and adaptive allocation of cluster resources for servicing requests of different types [11-15]. 

The complexity of choosing mechanisms to ensure the timeliness of servicing heterogeneous traffic 

in terms of criticality to delays is associated with the justification of the criterion for the effectiveness 

of servicing a set of different types of requests. The criterion should contribute to the justification of 

the decision on the choice of the discipline of servicing requests of heterogeneous traffic, so that, based 

on a compromise, to ensure the overall efficiency of servicing requests of different criticality to delays. 

The purpose of this article is to justify the choice of efficiency criteria and to study the possibilities 

of increasing the overall (vector) efficiency of servicing requests of heterogeneous traffic. 

The replication of waiting-critical requests and the division of cluster resources between requests 

with different limits of acceptable delays are considered as mechanisms for improving service 

efficiency. 

The number of cluster nodes (resources) allocated for servicing requests of different criticality to 

waiting is determined based on the ratio of the allowed waiting time for critical and other requests, the 

rigidity of the requirements for fulfilling the waiting time limits for them, as well as the ratio of the 

intensity of receipt of these requests.   

2. Criteria for the Effectiveness of Reserved Services 

Let's analyze the options for organizing redundant request servicing in a cluster containing n 

identical computer nodes (servers), with and without distributing its resources between requests of 

different criticality to waiting in the queue. 

Consider heterogeneous traffic with the allocation of z types (streams) of requests for which the 

allowed waiting times in queues are t1, t2,…, tz,, and their shares are equal to g1, g2, … , gz, while 
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The efficiency of real-time servicing of requests of the i-th stream is determined by the probability 

of not exceeding the expectation of the maximum allowable time ti [16-19]. 

Determining the efficiency of servicing a total heterogeneous flow is associated with finding a 

compromise to resolve the contradiction of achieving the efficiency of servicing all flows [16-19]. 

The efficiency of servicing a heterogeneous flow of requests in [19] is determined by the probability 

that waiting in the queue for requests of each of the z types does not exceed the maximum allowable 

time for each of them ti, 
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Such a criterion allows us to reduce the vector problem of evaluating the total efficiency by a 

multiplicative scalar criterion, but its application is limited to the case of the same importance of the 

probability of timely servicing of all types of traffic requests. The criterion does not allow taking into 

account the probabilities of requests of different criticality to the waiting time. 

The scalar criterion allows us to take into account the influence of the probabilities of various types 

of requests for heterogeneous traffic on the final probability of timely servicing of the total flow 
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corresponding to the mathematical expectation of the probability that any type of request of an 

inhomogeneous stream will be executed in a timeless than the maximum allowable time for it ti, it is 

possible to modify the last additive scalar criterion in the form 
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where αi -sets the importance of timely servicing of requests of the i-th stream 
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The profit from the provision of information services can be chosen as a generalized indicator of the 

efficiency of the system's functioning. So, if the profit from timely servicing of the request of the j-th 

stream is cj, and the penalties for late servicing are sj, then the mathematical expectation of profit from 

executing one request and receiving profit per unit of time from providing information services (profit 

intensity) of the total flow will be [18] 
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where Λ is the total intensity of the request flow. 

In the simplest case, with absolute reliability and error-free operation of the system, the Rj indicator 

can be defined as the probability of timely servicing of j-type requests (with an acceptable waiting time 

for tj requests. 

3. Evaluation of the Efficiency of Reserving Wait-Critical Requests in a Cluster 
without Splitting Nodes into Groups  

The cluster is represented by a set of n single-channel queuing systems with infinite queues of the 

M/M/1 type [20, 21]. Under such assumptions, the probability that the delay in the queue of an unserved 

request of the i-th thread is less than the maximum allowable time ti for the average execution time of 

requests of all z types equal to v is calculated as 
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Let's distinguish two gradations of requests in the heterogeneous flow according to criticality to 

expectation - critical and non-critical. Critical requests are duplicated, non-critical requests are not 

replicated. The share of critical requests g. 

The profit per unit of time from the provision of information services is calculated as 

      1 1 1 1 2 2 2 21 1 1С g c P s P g c P s P              . 

If there is no replication of requests, then P1 and P2 are determined by (1). 

If only critical requests are duplicated, then 
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The dependence of the intensity of the profit received when servicing requests of the total flows on 

their intensity Λ without dividing n=12 cluster nodes into groups is shown in Fig.1. The calculations 

were performed at the average query execution time v=0.01 s and the maximum allowable waiting time 

for critical queries t1=0.01 s and non-critical queries t2=0.1 s. The values of profit and penalties for 

timely and untimely servicing of requests of various criticality to waiting are set as c1=2, y. e. c2=0.2 y. 
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e., s1=-3, y. e. s2=-0.02 y. e. Curves 1-3 correspond to the duplication of critical requests with the 

proportions of critical requests g =0.7, 0.5, 0.2. It can be seen from the graphs that there are areas of 

efficiency of duplicated requests that are prone to waiting. At the same time, as the intensity of the total 

flow of requests increases, this efficiency first increases, and then begins to fall. At the same time, there 

is a value of Λ, above which duplication of critical requests becomes impractical. Indeed, the replication 

of waiting-critical requests causes an increase in the overall cluster load and a decrease in the probability 

of timely servicing of non-critical requests, which can lead to a decrease in the intensity of profit from 

the provision of information services. 

 

 
Figure 1: Dependence of the profit intensity when executing total flow requests without dividing the 
cluster nodes into groups  

 

4. Maintenance with the Separation of Cluster Nodes Between Requests of 
Different Criticality to Waiting  

Let's analyze the efficiency of dividing the cluster into two groups, including n1 and n-n1 nodes, the 

first of which is allocated for servicing critical waiting requests, and the second for the remaining 

requests. 

The probability of timely execution of critical and non-critical waiting requests without their 

replication will be: 
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The profit per unit of time from the provision of information services is calculated as 

      1 1 1 1 2 2 2 21 1 1С g c P s P g c P s P              . 

The dependence of the profit intensity when servicing total flow requests on their intensity Λ with 

and without dividing n=12 cluster nodes into groups is shown in Fig.2. Fig. 2 a reflects the case when 

the proportion of critical requests is g=0.7 and Fig. 2 b when g=0.1. The calculations are performed at 

g=0.7, the average query execution time is v=0.01 s, and the maximum allowable waiting time for 

critical requests is t1=0.01 s, and for non-critical t2=0.05 s. In this case, c1=2 y. e., c2=0.2 y. e., s1=-3, y. 

e. s2=-0.02 y. e. Curve 1 corresponds to a cluster without dividing nodes into groups. Curves 1-6 

correspond to the allocation for servicing the waiting-critical requests n1=2, 3, 4, 7, 8 nodes. From the 

presented dependencies, it is clear that there is an area for which it is advisable to divide the cluster 

resources into groups. With an increase in the intensity of the total flow of requests, the growth and 

then the fall in profits from the provision of information services is visible first. The presented graphs 

show the significance of the influence of the number of nodes allocated to groups on the overall 

efficiency of servicing heterogeneous traffic. Moreover, some options for splitting the cluster may not 

be effective compared to the basic option without dividing the cluster into groups. 

The dependence of the intensity of the profit received when servicing requests of the total flow on 

the number of nodes allocated for servicing latency-critical requests is shown in Fig. 3. The calculation 

was carried out for the previously specified initial data with the proportion of requests critical to delays 

g=0.7, t1=0.01 s, t2=0.05 s. Curves 1-5 correspond to the intensities of the total flow Λ=600, 500, 400, 

350, 200 1/s. To compare the efficiency of group allocation, Figure 2 shows the values of the profit 

intensity without dividing the cluster into groups, while lines 6 and 7 correspond to Λ=600 1/s and Λ= 

200 1/s. These dependencies confirm the effectiveness of dividing the cluster into groups when there is 

an optimal variant of allocating cluster resources that allows you to get maximum profit from the 

provision of information services. 

The presented dependencies allow us to conclude that reserving the most critical requests for delays 

in queues can significantly increase the efficiency of servicing not only these requests but also the total 

flow as a whole. It is shown that varying the number of cluster nodes included in the group for servicing 

critical requests makes it possible to increase the efficiency of providing services both critical to delays 

in request queues and the entire total flow. Thus, the expediency of setting and solving the optimization 

problem of determining the multiplicity of reserving requests and dividing the cluster into groups to 

maximize the probability of timely execution of requests of a heterogeneous flow is shown. 

 
Figure 2: a) The dependence of the intensity of the profit received when servicing the total flow 
requests on their intensity with and without dividing the cluster nodes into groups  
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Figure 3: b) The dependence of the intensity of the profit received when servicing the total flow 
requests on their intensity with and without dividing the cluster nodes into groups  

 

 
Figure 4: The dependence of the intensity of the profit received when servicing requests of the total 
flow on the number of nodes allocated for servicing latency-critical requests  
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5. Conclusions 

For computer systems of cluster architecture operating in real-time, efficiency criteria are proposed 

and the possibilities of increasing the overall efficiency of servicing requests of heterogeneous traffic 

are shown based on the replication of waiting-critical requests and the allocation of a group of nodes 

for their servicing of certain types of requests for acceptable waiting delays. 

An analytical model is proposed and the efficiency of redundant service options is determined with 

the possible allocation of cluster nodes to solve the most critical waiting requests in queues. 

It is shown that there is a region of efficiency of reserved servicing of latency-critical requests when 

dividing cluster nodes into groups designed to service requests of different latency criticality. 
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