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Abstract  
Machine learning, and artificial intelligence have allowed assessment of large and complex 

datasets for various analytical purposes such as predicting and forecasting, segmenting, 

object detection etc.  They influence many sectors and industries, including the field of 

education in identifying whether a student’s engagement and learning performance can 

impact their academic success. These improvements are creating new teaching and 

learning strategies to enhance students’ performance and their overall education. Since 

datasets are prone to randomness and noise and are generally unbalanced, which is 

especially true for academic datasets. Therefore, this hinders the learning capabilities of a 

machine learning model. In this paper, we propose a new performance prediction model 

using an optimized ensemble classifier which is a type of a machine learning model for 

predicting students’ learning performance using and unbalanced datasets. The results are 

compared with existing state-of-the-art ensemble methods, including bagging, and 

boosting, currently used in the literature. The results of the proposed model using a student 

dataset reveals an accuracy of more than 80%. 
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1. Introduction 

Demand for the use of machine learning algorithms in predictive analyses has increased since the 

explosion of data in real-world scenarios. In particular, the shift to online learning due to the recent 

pandemic was inevitable and therefore, new learning paradigms were developed. As such, identifying 

key factors or predicting students’ academic performance given a set of background information will 

prove beneficial not only for the instructors but also for the learners. The current learning management 

system is used to support the processes in formal learning settings and so needs to be updated to match 

present-day requirements. Well known examples include the open-source packages Moodle and Sakai, 
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as well as commercial products such as the Blackboard system used by universities worldwide. Machine 

learning and its applications, particularly in learning personalization, are gaining popularity, including 

learning assessments to improve students’ outcomes through design assessment and feedback [1]. Some 

of this specialist focus on information classification, student competencies and retrieval technique in 

natural language processing, well known as report-based method and metanalysis, is used to identify a 

person’s competences [2,3]. The need for machine teaching forces the knowledge to be externalized 

into content, also frequently called learning material, in the form of web-based training material. 

Knowledge in traditional enhanced learning approaches and learning material content can be considered 

standardized, externalized, and structured. However, data of the learning process from problem solvers 

and their learning actions can be measured, assembled, scrutinized, and reported using learning 

analytics (LA). In this regard LA contributes to enhance both the learning process and the environment 

in which it occurs. It provides appropriate and timely feedback regarding learning processes to 

stakeholders (teachers, administrators, parents, and students) [4]. For example, an approach towards 

structured knowledge can also include the use of videos and haptic tools that can be employed as part 

of the process-oriented learning. The use of personalized learning materials as resources that may be 

provided to learners in the most efficient way to help them learn more effectively [5].  

 
In this instance, content, learning challenges and activities can be created as sources to facilitate 

learning processes and therefore to augment understanding and enhance learning. Elaboration of 
cognitive learning models can be applied to predict students’ learning behaviors toward the use of 
technology-enhanced learning. According to [6,7] the cognitive architecture that has been applied to 
predict student’s behavior as they use technology-enhanced learning to model the cognition of the 
learner from their interaction with the system. The design of a collaborative learning approach must 
enable learning immersion in a scaffolding manner; this cannot be achieved by merely providing a set 
of learning tools or collaborative group tasks to enhance learners’ competency [8]. According to [9], 
there are five conditions for making collaborative learning superior than competitive learning or 
individual learning: (1) positive interdependence (everyone is working towards the same goals), (2) 
individual accountability/personal responsibility (everyone is responsible for themselves), (3) 
interaction promotion (interaction that is mostly face-to-face), (4) interpersonal and small group skills 
(use of communication abilities to collaborate effectively  and perform well as part of a team), and (5) 
to increase the efficacy of the group, it should be evaluated often and on a regular basis. In this instance, 
the collaborative learning design uses a method that examines collaboration and student experience 
with no tutor intervention [10]. In this context, machine learning can be used as it can support an 
automated process of analysis to monitor learning performance. Figure 1 is a visualization of the 
relationship between traditional technology-enhanced learning approaches and machine teaching. 

 



 

Figure 1. Machine teaching used as an alternative compared to technology enhanced teaching [11]  

 

 In the field of predictive analytics, ensemble classifiers [12] are a popular machine learning 

methodology that aim to improve single classifiers classification performance by fusing together 

multiple classifiers. By taking advantage of perturb and combine [13], single classifier models are 

outperformed by ensemble classifiers. Ensemble classifiers use an approach known as the random 

subspace method [14,15] to perturb a given input, in which random sub-samples of the input data are 

created to train a large number of classifiers on. The students’ academic dataset, as originally proposed 

by [16], is generally divided into three classes. The sample distributions of students belonging to 

different grade classes is not the same; as a result, any prediction model developed using such data will 

be skewed. In this study we present a new ensemble classifier methodology that will mitigate the class 

imbalance through the incorporation of clustering and optimization.  

 

The purpose of this research is to investigate the use of machine learning approaches for predictive 

analytics such ensemble classifiers to predict a student’s academic performance based on demographic, 

interaction, class participation and various other features. The contributions of this paper are as follows: 

 

• A methodology of utilizing ensemble classifiers for predicting academic performance 

• A novel methodology of optimizing machine learning model on biased data 

• Experimental analysis on academic as well as benchmark datasets 

2. Background 

This section discusses the application of machine learning in education, specifically the different 

machine learning techniques used to predict student performance and success. This is particularly 

important because predicting each student’s performance will enable educators to identify potential 

poor performers and providing further assistance to the students at risk [17]. Such support can take the 

form of additional learning activities, resources and learning tasks [18]. In fact, identifying students 

who are more likely to drop out of classes early allows for the timely deployment of support 

mechanisms to keep these students from dropping out. [19]. Moreover, this information is useful for 

the successful implementation of student retention strategies, which directly affects graduation rates 



[19]. To predict students' performance, the authors used decision trees, neural networks, naïve Bayes 

method, instance-based learning algorithms, logistic regression, and support vector machines. 

 

Decision tree is a non-parametric supervised learning method used for classification and regression. 

The objective is to learn basic decision rules derived from data attributes to forecast the value of a target 

variable. A decision tree algorithm seeks for the most efficient way to divide data into portions that are 

as homogenous as feasible [20]. For example, [21] built a model that uses decision tree algorithms to 

help students in an introductory programming course predict their anticipated final scores. Decision 

trees have several advantages, including being simple to process, requiring minimal data preparation, 

handling both numerical and categorical data, and performing well even when the underlying model 

from which the data were created violates some assumptions. In addition, the model can be validated 

using statistical testing, in this way accounting for the reliability of the model. 

 

 Another type of inductive learning is artificial neural networks. They are based on computer models 

of biological neurons and neural networks that are similar to the human central nervous system [17]. 

These networks are densely interconnected and have an intrinsic proclivity for learning from experience 

as well as uncovering new information. [18]. Classification occurs in two independent stages. First, to 

identify the input-output mapping, the network is first trained on a collection of paired data. The 

network is then utilized to determine the classifications of a fresh batch of data once the weights of the 

connections between neurons have been fixed. [17,18]. Due to the self-learning and self-adapting 

features, this method has been effectively used to address complex real-world problems [18]. For 

example [18], built a user-friendly software solution for forecasting the performance of students 

enrolled in a secondary school mathematics class (Lyceum) in Greece using neural network classifiers. 

They determined that their model was more consistent and produced better classification results than 

the other classifiers (e.g. decision trees, Bayesian networks, classification rules and support vector 

machines). 

 

The "naïve" assumption of conditional independence between any pair of features given the value 

of the class variable underpins a set of supervised learning techniques based on Bayes' theorem. This 

algorithm captures the assumption that every attribute is independent from other attributes given the 

state of the class attribute [17]. Although it is considered the simplest form of a Bayesian network [22], 

In many real-world contexts, such as document categorization and spam filtering, naïve Bayes 

classifiers have performed well. In educational settings, naïve Bayes was used in combination with 

classifications [4] and a decision tree model [20] to predict the students’ academic success. Instance-

based learning algorithms derive from the nearest neighbor pattern classifier [23]. They are highly 

similar to the modified nearest neighbor algorithms, which store and use only a few occurrences to 

make classification predictions [23]. In contrast to the non-incremental edited closest neighbor method, 

which has the primary purpose of keeping consistency with the initial training set, instance-based 

learning algorithms are incremental, and their goal is to maximize classification accuracy on future 

given cases [23].  

 

Logistic regression is a linear model commonly used to predict student success. For example, it has 

been used by the Noel-Levitz Corporation in the United States to identify new students’ chances of 

withdrawal based on their records and known entry characteristics (e.g. sex, age and previous 

qualifications) [24]. It is predicted that some elements would have a considerably bigger effect on 

students' chances of success than others, the study generates an algorithm weighted for various aspects. 

Likewise, at Napier University in the UK, a logistic regression model indicated a link between dropping 

out and working while a student – students who worked more than 15 hours per week had a greater 



likelihood of dropping out. As a result, it may be advised to these students that they limit their working 

hours [24].  

 

Support vector machines are a type of supervised learning algorithms that may be used for 

classification, regression, and outlier identification. [25] proposed an ensemble support vector machine 

model based on almost 100 features, including psychological educational factors, for predicting a 

student’s graduation. Using data from a state university in the US, the model turned out to be effective 

in predicting students’ graduation with a high level of accuracy and precision. Another example is [26], 

who used and compared four data mining methods to predict student failure: decision tree, random 

forest, neural network, and support vector machine. In this paper, we propose a clustering-based 

ensemble as a contribution to the research. By applying a clustering ensemble, we expect a more 

accurate prediction of students’ academic performance. In terms of consistency, dependability, and 

accuracy, a successful clustering ensemble should be able to outperform the individual clustering 

methods [27,28]. 

3. Proposed Methodology 

The proposed ensemble learning framework starts by generating data sub-samples through cluster 

centroid methodology and then trains a collection of different base classifiers on all created sub-

samples. This results in generating a pool of trained base classifiers that is represented as a binary 

combinatorial problem that is optimized to choose the optimum subset of classifiers that can maximize 

ensemble accuracy. 

3.1. Sub-samples generation 

Due to the presence of randomness and noise, the datasets are not perfectly balanced, meaning that 

the number of samples are not evenly distributed across the different classes. Consequently, this will 

affect the training process of not only single classifiers but also the ensemble of classifiers. Any 

classifier that is trained on an unbalanced dataset will be biased towards the majority class, therefore 

affecting the generalization performance of the classifier. Ensemble classifiers generally train a 

multitude of classifiers to generate the base classifier by employing subsampling techniques. For 

example, bagging is a common strategy used to generate bags of input data and train multiple classifiers 

on generated bags. However, if the dataset is biased or unbalanced, the generated bags will also be 

biased. Therefore, to avoid this issue in this study, we utilize a cluster centroid method of under-

sampling. The centroids of generated data clusters of the majority class are used to match the number 

of samples of the minority class. This causes the majority class, which is essentially overwhelming the 

minority class, to be under-sampled without losing a large portion of critical information. 

3.2. Base classifier pool generation 

A group of different base classifiers (e.g., artificial neural networks, support vector machine, 

decision tree, K-nearest neighbor, and naïve Bayes) is trained on the under-sampled, optimally balanced 

dataset to form the base classifier pool. These classifiers are distinct in their nature and carry with them 

a variety of learning capacities. 

 



3.3. Base classifier pool optimization 

Selecting the optimal subset of base classifiers from a generated pool of trained base classifiers is 

referred to as a binary combinatorial problem. It is established in research that binary combinatorial 

problems are NP-hard problems, especially for a large search space. Therefore, in this study the base 

classifier pool is represented as a binary combinatorial optimization problem. For this purpose, binary 

particle swarm optimization (BPSO) is utilized as a black box tool to optimize the pool of trained base 

classifiers. BPSO takes in a set of candidate solutions (a subset of base classifiers) and tries to find the 

best solution that can maximize the generalization ability of the ensemble using an updated 

position/velocity update method. The problem for optimization is formulated as follows: 

 
                                                 𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑒 (𝑓(𝜉)) 𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜 𝜉 ∈ 𝑏𝑐𝑝                                                                   (1)     

                                                                                          

where 𝜉 is a possible ensemble solution consisting of a subset of a base classifier from the pool of 
trained base classifiers 𝑏𝑐𝑝 and 𝑓(𝜉) is the objective function/cost function of the optimisation process, 
given as: 

                                        𝑓(𝜉)  =  (𝑇𝑃 + 𝑇𝑁)/(𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁)                                                          (2) 

where TP is the true positive score, TN is the true negative score, FP is the false positive score, and FN 
is the false negative score. For a dataset 𝑋 = {(𝑥1, 𝑦1), {(𝑥2, 𝑦2), … {(𝑥𝑛, 𝑦𝑛)} containing d-dimensional 

feature vectors 𝑥 ∈ ℝ𝑑, each associated with a discrete class label 𝑦 ∈ {1,2,3, … , 𝑉}. These scores are 
calculated using the predicted class labels 𝑦′ of the ensemble 𝜉 generated by using the validation data 
set as input for each of the classifiers 𝜁 in the subset: 

                                                       𝜉 = {𝜁(𝑥)1, 𝜁(𝑥)2, … , 𝜁(𝑥)𝑏𝑐𝑝}                                                                     (3) 

The mode of the predictions is taken to generate the final ensemble solution, which depicts majority 
voting and is given as: 

                                                                     𝑦′ = 𝑚𝑜𝑑𝑒(𝜉)                                                                                     (4) 

 

4. Experiments and Analysis 
 

To analyze the efficacy of the proposed optimized ensemble classifier, a dataset that categorizes 

student academic performance was used [16] given demographic features, academic background, 

parents’ participation, and behavior attributes is used (please refer to the relevant publication for further 

information). The dataset has three prediction classes, H (higher distinction), M (medium distinction), 

and L (lower distinction). There are 142 samples from H group, 211 from M group and 127 from L 

group, so there is a clear imbalance in the sample distribution of various classes and the dataset is biased 

towards M group. A snapshot of the student academic dataset is given in Table 1.  

 

A 10-fold cross validation was performed to incorporate randomization, and classification accuracy 

over 10 folds was averaged and reported. The proposed ensemble learning framework was implemented 

in Python using default implementation of the base classifiers from the ScikitLearn library and cluster 

centroid method from the Imbalance learning library. 

 

 

 

 



Table 1 
Description of student dataset used in the experimentation. 
 

Attribute / predictor 
variables 

Attribute value 

Gender M / F 
Nationality Jordan, Kuwait, Lebanon, Saudi Arabia, Iran, USA, Egypt 
Place of birth Jordan, Kuwait, Lebanon, Saudi Arabia, Iran, USA, Egypt 
Stage id Lower Level, Middle School, High School 
Grade id G-02 - G-12 
Section id A / B/ C 
Topic Math / English / IT / Arabic / Science / Quran 
Semester First year / Second year 
Relation Primary caretaker of the student: Father / Mother 
Raised hands # of times student interacted in the class:  0 - 100 
Visited resources # of times student visited the resources provided:  0 - 99 
Announcements view # of times student viewed the announcements made:  0 - 

99 
Discussion # of times student discussed potential issues among peers 

on forums etc.:  0 - 99 
Parent answering survey Yes / No  
Parent school satisfaction Good / Bad 
Student absence days Above 7 / Under 7 
Grade Class Low / Medium / High 

 

Some of the variables in Table 1 such as the number of times student interacted in the class or visited 

the e-resources are collected using the learning management system called Kalboard 360 e-learning 

system.  

4.1. Results and analysis of student’s dataset 

As stated earlier the number of samples is not the same from different classes causing biasness in 

the predictive performance of learning classifiers. Therefore, to mitigate the issue the cluster centroid 

method discards almost 10% of the samples from the majority class to accommodate for the minority 

classes. This is done so that the majority class does not overwhelm the minority data class causing a 

biasness towards the majority class. Figure 2 below shows the sample distribution of various classes in 

3 different clusters after conducting a cluster centroid under sampling. It can be noted that after under-

sampling the majority class approximately equal number of samples are present in each data cluster. 

 

 

 

 

 

 

 

 



Table 2 
Comparative analysis of the proposed ensemble learning framework and legacy ensemble 
approaches on student’s dataset 
 

Dataset Proposed 
approach 

Bagging 
[E.A. Ameri 2016] 

Boosting 
[E.A. Ameri 2016] 

Random Forest 
[E.A. Ameri 2016] 

Students 81.28 75.6 79.1 75.6 

 

 
Figure 2. Cluster centroid analysis of the 3 data classes in the student’s academic performance 

dataset 

 

The average classification accuracy over 10- folds of the proposed approach is given in Table 2. It can 

be noted from Table 2 that the proposed ensemble approach achieved higher classification accuracy 

than the legacy ensemble classifiers which were initially used to classify the dataset.  

 

As shown in Table 2, the proposed ensemble approach achieved higher classification accuracy than 

legacy ensemble classifiers and is more appropriate for imbalance datasets. This is a clear indication 

that as we progress deeper into the information age the amount of data is and will increase exponentially. 

Consequently, the field of predictive analytics will be relied upon more and more. However, the curse 

of dimensionality, noise and randomness will continue to plague the data that is generated, and existing 

models need to be revised accordingly to leverage the power of machine learning and availability of 

data to assist in facilitating a more conducive learning environment. Therefore, the existing learning 

management systems can leverage on the power of machine learning models to identify students in the 

system and flag students that will need further assistance or help before they show poor academic 

performance.  

4.2. Results and analysis on UCI dataset benchmark dataset 

Nine machine learning benchmarking classification datasets from the University of California Irvine 

repository were utilized to further examine the performance of the suggested ensemble technique in this 

study. The specifics of these datasets are shown in Table 3 below. 

 

 



Table 3 
UCI benchmarking classification datasets used in experimentation 

 

Dataset # of samples # of features # of classes 

Diabetic 768 8 2 

Ecoli 336 7 8 

Ionosphere 351 33 2 

Iris 150 4 3 

Liver 345 6 2 

Segment 2310 19 7 

Sonar 208 60 2 

Vehicle 946 18 4 

Wine 178 13 3 

4.3. Comparative analysis 

The average classification accuracy is collated and compared with existing state-of-the-art ensemble 

classifier techniques [29]. The classification accuracies are derived from the relevant studies and are 

given in Table 4, with the greatest classification accuracies in bold. 

 

Table 4 
Comparative analysis of the proposed ensemble classifier with OEC-ILC, bagging and boosting 
 

Dataset Proposed 
approach 

OEC-ILC Bagging Boosting 

Diabetic 0.7588 0.7734 0.7602 0.7462 

Ecoli 0.9050 0.8564 0.8867 0.8890 

Ionosphere 0.9575 0.9157 0.9136 0.9000 

Iris 0.9750 0.9600 0.9667 0.9733 

Liver 0.7786 0.7127 0.7024 0.7071 

Segment 0.9443 0.9950 0.9680 0.9572 

Sonar 0.9059 0.9080 0.8551 0.8266 

Vehicle 0.8482 0.8100 0.8424 0.8096 

Wine 0.9595 0.9813 0.9778 0.9722 

 

It can be shown that the suggested ensemble classifier generated performance increases of 1.33% 

over OEC-ILC, 1.77% over bagging, and 2.79% over boosting. Thus, adding to the fact that the 

proposed approach can not only be effective for academic datasets but other unbalanced datasets as 

well.  

 

 



5. Discussion 

This study proposed an ML-based model for predicting student’s academic performance. The same 

model was tested on a real-world dataset as well as benchmark datasets. Due to noise and randomness 

the datasets are biased and most of the times having more samples from the class that a user is not 

interested in. Ensemble classifier models are known to be effective when there is a bias in a dataset 

because they control the bias and variance by employing various strategies. Therefore, this study 

proposed and tested the efficacy of ensemble-based models using a real-world dataset. 

 

The proposed model can be embedded in existing Learning Management System (LMS), that will 

assist the teaching staff to focus more on “flagged” students. This will allow the LMS to proactively 

“infer” using the data features mentioned before to predict a student’s grade before they have 

participated. We expect that the results obtained from this analysis will assist to identify learning needs 

and learners’ performance. Learners can be supported with a variety of multiple learning material 

representations targeted to specific learning needs. This approach is essential when students are learning 

new problem domains, abstract concepts or new theories that may include dynamic processes for 

learning. This conjunction of machine learning and student’s demographic and class participation data 

contributes to LA. Since majority of education institutes are relying more and more on digital education, 

thus, creating a multitude of data that is not usually analyzed or processed for various reasons. LA can 

assist in not only identify student’s performance but also assist in evaluating a course’s performance to 

better understand the learning implications in a more elaborated manner.  

6. Conclusion 

Academic learning performance is a major problem for many academic institutions and universities, 
and if not addressed appropriately, it may cause substantial distress, poor academic performance, and 
increased dropout rates. Particularly, in terms of providing educational frameworks aligned with 
delivering learning resources and improving student’s academic performance looking at the problem 
from multiple angles and in a multidimensional manner. By using an ensemble classifier, a computable 
training model using students’ dataset was identified. In this manner, learning competencies are first 
determined and subsequently optimized. The data used contain hidden information that could be used 
to determine the steps for a student’s academic achievement. In this paper, a new performance 
prediction model for a binary combinatorial optimization problem based on learned base classifiers is 
provided. Further research will be conducted in the future to employ more assessment methodologies 
to explore the links between different features. Also, to determine which characteristics are more 
important than others in influencing a student's overall academic achievement. Further research may be 
conducted to investigate patterns in other educational systems, which will aid in the improvement of 
the LMS. 
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