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Abstract
Many Cyber-Physical Systems are either mission or safety critical, thus the controllers for such systems
must be provably correct. To this aim, in the last decades many methodologies have been developed
which are able to automatically generate correct-by-construction controllers for Cyber-Physical Sys-
tems.

In this paper, we focus on one of such methodologies, implemented in the QKS tool, which is able
to explicitly take into account the specification of the discretization of the state space due to analog-to-
digital conversion. Controllers output by QKS are able to drive any controllable state inside the system
goal. However, such controllers may allow a goal state to go outside the goal region, in order to be able
to bring it back into the goal region later. QKS does not provide any means to detect such behavior.

Here we propose to modify QKS in order to provide an additional feature, which only outputs stabi-
lizing controllers, i.e., controllers which never allow goal states to go outside the goal region. If this is
not possible for the input system, an empty controller is returned.

We prove the feasibility of our approach on well-known control theory case studies, namely the
multi input buck DC-DC converter and the inverted pendulum. Our experimental results show that we
are able to output stabilizing controllers using limited additional resources with respect to the original
QKS.
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1. Introduction

The development of correct-by-construction software controllers for Cyber-Physical Systems
(CPSs) is a strong requirement in many safety/mission-critical contexts such as, for example,
avionics [1, 2, 3, 4], smart grids [5, 6, 7, 8, 9], automotive [10, 11, 12, 13] or biological systems [14,
15, 16, 17, 18, 19, 20, 21, 22, 23]. In fact, many CPSs are Software-Based Control Systems (SBCSs),
which are typically subdivided into two subsystems: plant and controller. The plant is a physical
system (e.g., electric devices), whereas the controller is a software component running on
a microcontroller. The controller, in a closed-loop system, interacts with the plant to satisfy
formal specifications, i.e., functional requirements (liveness and safety) needed for correctness
of the system. In our setting, we want the controller to drive the system towards a goal region
(liveness), so that only safe states are traversed (safety). To this aim, the controller implements a
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control law ctrlLaw, which, by looking at the current state, decides which action must be taken
to bring the system closer to the goal, while retaining safety. Such control law is guaranteed to
correctly work when the current state is within its control region CtrlReg.

The usual control-loop workflow is as follows: the plant sensors measure an input 𝑥. SBCS
compute the Analog-to-Digital (AD) conversion getting a quantized value �̂�. The controller
checks if �̂� belongs to the control region. If it is not in ctrlRegion, then the procedure of Fault
Detection, Isolation and Recovery is triggered. Otherwise, the system carries out the Digital-to-
Analog (DA) conversion and sends the command to the plant actuators.

Designing a controller is an hard task [24]. In recent years, many articles have been published
aiming at automatically synthesizing controllers, often basing on ideas borrowed from logics [25,
26, 27, 28, 29, 30] and model checking techniques [31, 32, 33, 34, 35, 36, 37, 38, 39, 40]. This
has led to the introduction of many tools to automatically generate controllers, such as, e.g.,
PESSOA [41] and Synthia [42].

In this paper, we focus on the Quantized feedback Kontrol Synthesizer (QKS) tool [43]. QKS
is a tool to automatically synthesize control software for an input system (plant) modeled as a
Discrete-Time Linear Hybrid System (DTLHS), i.e., a system described by continuous as well as
discrete variables. QKS also takes as input the liveness and safety specification, i.e., the goal
region to be reached by the system, as well as how many bits 𝑏 are available for the AD and
DA conversions. As an output, QKS returns the C code implementation of the control software,
which is guaranteed to drive any system state in the control region to the goal in a finite number
of steps, also taking into account the AD and DA conversion.

The controller output by QKS is such that, once the system has reached the goal, it may also
exit from the goal itself. If this happens, the controller is again able to bring the system back
to the goal again. This may be undesired in some applications, where instead, it is required
that the system stabilizes in the goal, so preventing the system from leaving it. A system is
able to continuously meet properties that ensure the correctness and prevent errors as long
as it remains in the goal. So, in safety/mission-critical contexts (e.g., medical devices, drugs
or banking systems), we need controllers that implement the 𝑙-stability. Otherwise, we might
obtain systems that can be dangerous, for example, for a human or a company.

Note that, in this paper, we present a new notion of stabilizing controllers. In the literature,
such a notion has often been used in a different unrelated setting, e.g., bounding fluctuations of
controller trajectories [44, 45]. Here, instead, we focus on controllers which “traps” a system
on the goal, if possible. To overcome the undesired behavior outlined above, in this paper, we
present an extension to QKS, which only outputs controllers which stabilize the system up
𝑙 ≥ 0 steps, being 𝑙 a further input for QKS.

Other extensions of QKS have been presented in the literature with different objectives
than the ones we have here. Examples are in [46] (performing an on-the-fly controller gener-
ation), [47] (introducing a parallel algorithm for the controller synthesis) and [48] (aiming at
reducing the size of control software implementation). To the best of our knowledge, this is the
first time that an algorithm for stabilizing controllers for QKS is presented.

The paper outline is as follows. We recall the mathematical notations which formalizes the
synthesis of software controllers (Section 2). Then, we introduce and formalize the concept
of stabilizing controllers (Section 3). Under this framework, we present a new algorithm to
generate stabilizing controllers (Section 4). Finally, we report an experimental comparison



between the existing algorithm of controller synthesis provided by QKS and the synthesis
algorithm of stabilizing controllers (Section 5). To this end, our case studies are the well-known
Multi-input Buck DC-DC converter and the Inverted Pendulum.

2. Formal Framework

To make this paper self-contained, we briefly summarize all concepts needed for the formaliza-
tion of stabilizing controllers. For a complete discussion, see [43].

2.1. Linear Predicate

Let [𝑛] = {1, . . . , 𝑛} be the set of positive integers less than 𝑛 and let 𝑋 = [𝑥1, . . . , 𝑥𝑛] be a
sequence of distinct variables. Every variable 𝑥 ∈ 𝑋 is defined on either a finite (e.g., boolean
variables) or infinite (e.g., discrete or continuous variables) domain, denoted by 𝒟𝑥. Boolean
variables are denoted as 𝑥𝑏, continuous variables as 𝑥𝑟, and discrete variables as 𝑥𝑑. Along
the same lines, 𝑋𝑏 (resp., 𝑋𝑑, 𝑋𝑟) represents the sequence of the boolean (resp, discrete and
real) variables among the ones in 𝑋 . The domain of a sequence of variables 𝑋 is denoted by
𝒟𝑋 =

∏︀
𝑥∈𝑋 𝒟𝑥.

A linear expression 𝐿(𝑋) is a linear combination of variables in 𝑋 , i.e.,
∑︀

𝑥∈𝑋 𝑎𝑥𝑥 where 𝑎𝑥
are rational constants. A linear constraint is an expression of the form 𝐿(𝑋) ◁▷ 𝑏 where 𝑏 is a
rational constant and ◁▷ ∈ {≤,≥,=} . A predicate is any logical combination of OR and AND
operations among linear constraints. A conjunctive predicate is predicate with AND operations
only.

A valuation over 𝑋 is a function 𝑣 : 𝑋 → 𝒟𝑋 , assigning to each variable 𝑥 a value in the cor-
responding domain𝒟𝑥. Given a valuation 𝑣, we write 𝑋* for the sequence [𝑣(𝑥1), . . . , 𝑣(𝑥𝑛)] ∈
𝒟𝑋 , and we call it valuation as well. A satisfying assignment to predicate 𝑃 (𝑋) is a valuation
of 𝑋* such that 𝑃 (𝑋) holds. If 𝑃 (𝑋*) holds for some 𝑋*, then 𝑃 is feasible.

Given a constraint 𝐶(𝑋) and a fresh variable 𝑦, the guarded constraint 𝑦 → 𝐶(𝑋) (if 𝑦
then 𝐶(𝑋)) denotes the predicate (𝑦 = 0) ∨ 𝐶(𝑋). By negating the guard variable, denoted
by (𝑦 → 𝐶(𝑋)), we get the predicate (𝑦 = 1) ∨ 𝐶(𝑋) (if not 𝑦 the 𝐶(𝑋)). A guarded
predicate is a conjunction of either constraints or guarded constraints. If all variables in 𝑋
are bounded (which implies that a linear expression 𝐿(𝑋) has a finite supremum), then any
guarded constraint may be translated in a linear constraint as follows: 𝑦 → 𝐿(𝑋) ≤ 𝑏 is
equivalent to (𝑠𝑢𝑝(𝐿(𝑋))− 𝑏)𝑦 + 𝐿(𝑋) ≤ 𝑠𝑢𝑝(𝐿(𝑋)), while 𝑦 → 𝐿(𝑋) ≤ 𝑏 is equivalent to
(𝑏− 𝑠𝑢𝑝(𝐿(𝑋)))𝑧+𝐿(𝑋) ≤ 𝑏. By recalling that 𝐿(𝑋) ≥ 𝑏 is equivalent to −𝐿(𝑋) ≤ −𝑏 and
𝐿(𝑋) = 𝑏 is equivalent to 𝐿(𝑋) ≤ 𝑏 ∧ 𝐿(𝑋) ≥ 𝑏, all guarded constraint may be translated to
linear predicates.

2.2. Labeled Transition Systems

A Labeled Transition System (LTS) is a tuple 𝒮 = (𝑆,𝐴, 𝑇 ) where 𝑆 is a (possibly infinite) set of
states, 𝐴 is a (possibly infinite) set of actions and, 𝑇 : 𝑆 ×𝐴× 𝑆 → B is the transition relation
of 𝒮 .



Let s ∈ 𝑆 and a ∈ 𝐴, 𝐴𝑑𝑚(𝒮, 𝑠) = {𝑎 ∈ 𝐴 | ∃𝑠′ : 𝑇 (s, a, s ′)} is the set of admissible actions
starting from a state 𝑠, while 𝐼𝑚𝑔(𝑆, 𝑠, 𝑎) = {s ′ ∈ 𝑆 : 𝑇 (s , a , s ′)} is the set of next states of s
through the action a (non-deterministic action). A transition is a triple (s, a, s ′) ∈ 𝑆 ×𝐴× 𝑆
such that 𝑇 (s, a, s ′) holds. If s = s ′, then the transition (s , a , s) is a self-loop.

A path for an LTS 𝒮 is a sequence of states-actions 𝜋 = 𝑠0𝑎0𝑠1𝑎1 . . . . . . where ∀𝑡 ≥
0 𝑇 (𝑠𝑡, 𝑎𝑡, 𝑠𝑡+1) holds. In addition, |𝜋| is the length of a given path that represents the number
of actions within 𝜋. 𝜋(𝑆)(𝑡) denotes the (𝑡 + 1)-th state within 𝜋 and, 𝜋(𝐴)(𝑡) denotes the
(𝑡+ 1)-th action over 𝜋.

2.3. Discrete Time Hybrid System

A Discrete Time Hybrid System (DTHS)ℋ = (𝑋 , 𝑈 , 𝑌 , 𝑁 ) is a tuple defined as follows:

• 𝑋 = 𝑋𝑟 ∪𝑋𝑑 is a finite sequence of real as well as discrete variables (possibly including
boolean variables). It models the current state. Along the same lines, 𝑋 ′ denotes the next
state.

• 𝑈 = 𝑈 𝑟 ∪ 𝑈𝑑 is a finite sequence of input variables.
• 𝑌 = 𝑌 𝑟 ∪ 𝑌 𝑑 is a finite sequence of auxiliary variables typically used to model local

variables.
• 𝑁(𝑋,𝑈, 𝑌,𝑋 ′) is the predicate that defines the system transition relation.

An LTS can model the dynamics of a DTLHS as follows. Given a DTLHSℋ = (𝑋,𝑈, 𝑌,𝑁),
the LTS of ℋ is defined as 𝐿𝑇𝑆(ℋ) = (𝒟𝑋 ,𝒟𝑈 , �̃�), where �̃� : 𝒟𝑥 × 𝒟𝑈 × 𝒟𝑥 → B is a
function such that �̃�(𝑥, 𝑢, 𝑥) ≡ ∃𝑦 ∈ 𝒟𝑦 𝑁(𝑥, 𝑢, 𝑦, 𝑥′), i.e., it represents the transition relation
for the dynamics of the system. In such a way, a state forℋ is also a state for 𝐿𝑇𝑆(ℋ), and a
path forℋ is also a path for 𝐿𝑇𝑆(ℋ).

2.4. LTS control problem

A controller 𝐾 is a solution for a control problem of a given DTLHS ℋ. It restricts the set of
enabled behaviors ofℋ by selecting only those actions that bring the system to a goal region
infinitely often. In the following, we recall the main formalization for controllers and control
problems.

2.4.1. Definition of controller

Given a set of states 𝑆 and a set of actions 𝐴, a controller is a function 𝐾 : 𝑆 × 𝐴 → B such
that, ∀𝑠 ∈ 𝑆 and ∀𝑎 ∈ 𝐴, if 𝐾(𝑠, 𝑎) holds, then ∃𝑠′ ∈ 𝑆 such that 𝑇 (𝑠, 𝑎, 𝑠′) holds. If 𝐾(𝑠, 𝑎)
holds, we say that action 𝑎 is enabled in state 𝑠 by 𝐾 . The set of states for which the at least
one action is enabled by a given controller 𝐾 is defined as 𝑑𝑜𝑚(𝐾) = {𝑠 ∈ 𝑆 | ∃𝑎 𝐾(𝑠, 𝑎)}.

Given a controller 𝐾 on 𝑆 and 𝐴, the closed-loop system for an LTS 𝒮 = (𝑆,𝐴, 𝑇 ) is the LTS
𝒮(𝐾) = (𝑆,𝐴, 𝑇 (𝐾)) where 𝑇 (𝐾)(𝑠, 𝑎, 𝑠′) = 𝑇 (𝑠, 𝑎, 𝑠′) ∧𝐾(𝑠, 𝑎). In addition, a controller 𝐾
is also a control law if, ∀𝑠 ∈ 𝑆, 𝐾(𝑠, 𝑎) holds at most for one action.

Given an LTS 𝒮 , a path 𝜋 is a fullpath if either it is infinite or its last state (𝜋(𝑆)(|𝜋|)) does
not have any successor state, (i.e., 𝐴𝑑𝑚(𝒮, 𝜋(𝑆)(|𝜋|)) = ∅). The set of fullpaths of 𝒮 starting
from a state 𝑠 (i.e., 𝜋(𝑆)(0) = 𝑠) with an action 𝑎 (i.e., 𝜋(𝐴)(0) = 𝑎) is denoted by 𝑃𝑎𝑡ℎ(𝒮, 𝑠, 𝑎).



Given a fullpath 𝜋 and a region 𝐺 ⊆ 𝑆, 𝑗(𝒮, 𝜋,𝐺) denotes the shortest distance to reach 𝐺
through 𝜋, i.e., 𝑗(𝒮, 𝜋,𝐺) = min{𝑛 | 𝑛 > 0 ∧ 𝜋(𝑆)(𝑛) ∈ 𝐺} if 𝜋(𝑖) ∈ 𝐺 for some 𝑖, otherwise
𝑗(𝒮, 𝜋,𝐺) = +∞. Furthermore, let 𝐽(𝒮, 𝐺, 𝑠, 𝑎) = sup{𝑗(𝒮, 𝜋,𝐺) | 𝜋 ∈ 𝑃𝑎𝑡ℎ(𝒮, 𝑠, 𝑎)}
be the shortest distance to 𝐺 starting with state 𝑠 and action 𝑎. This allows us to define
𝐽*(𝒮, 𝐺, 𝑠) = sup{𝐽(𝒮, 𝐺, 𝑠, 𝑎) | 𝑎 ∈ 𝐴𝑑𝑚(𝒮, 𝑠) for some 𝑎 ∈ 𝐴} as the worst case distance
from 𝐺.

2.4.2. Definition of control problem

An LTS control problem is a triple 𝒫 = (𝒮, 𝐼, 𝐺), where 𝒮 = (𝑆,𝐴, 𝑇 ) is an LTS and 𝐼,𝐺 ⊆ 𝑆.
A (strong) solution for 𝒫 is a controller 𝐾 for 𝒮 such that 𝐼 ⊆ 𝑑𝑜𝑚(𝐾) and ∀𝑠 ∈ 𝑑𝑜𝑚(𝐾),
𝐽*(𝒮(𝐾), 𝐺, 𝑠) is finite. An optimal solution for a control problem 𝒫 is a controller 𝐾* such
that ∀𝐾 𝐽*(𝒮(𝐾*), 𝐺, 𝑠) ≤ 𝐽*(𝒮(𝐾), 𝐺, 𝑠). Along the same lines, the most general optimal
(m.g.o.) solution is the solution �̄� such that, for all optimal solutions 𝐾* to 𝒫 , ∀𝑠 ∈ 𝑆 and
∀𝑎 ∈ 𝐴, 𝐾(𝑎, 𝑠)→ �̄�(𝑎, 𝑠) holds, i.e., if 𝐾(𝑠, 𝑎) holds, then �̄�(𝑠, 𝑎) holds. The m.g.o. solution
is unique.

2.5. Control Problem for DTLHS

Since an LTS models the dynamics of a DTLHS, a control problem for a DTLHS is formally reduced
to a control problem for an LTS. Thus, a control problem for a DTLHS ℋ = (𝑋,𝑈, 𝑌,𝑁) is
denoted as (𝐿𝑇𝑆(ℋ), 𝐼, 𝐺) for some 𝐼,𝐺 ⊆ 𝒟𝑋 .

In order to manage AD and DA conversions, we define a quantization function for real interval
[𝑎, 𝑏] as a non-decreasing function 𝛾 : [𝑎, 𝑏]→ Z, that maps real values inside a continuous real
interval in integer values.

Let a DTLHSℋ = (𝑋,𝑈, 𝑌,𝑁) and let 𝑊 = 𝑋 ∪𝑈 , a quantization𝒬 is a pair (𝐴,Γ) where:

• 𝐴 is a predicate over𝑊 that bounds real variables in𝑊 , i.e.,𝐴 = ∧𝑤∈𝑊𝐴𝑤 = ∧𝑤∈𝑊𝑎𝑤 ≤
𝑤 ≤ 𝑏𝑤. 𝐴𝑤 defines the admissible region for variable 𝑤. For any 𝑉 ∈ 𝑊 , 𝐴𝑉 =∏︀

𝑣∈𝑉 𝐴𝑣 .
• Γ = {𝛾𝑤 | 𝑤 ∈𝑊 ∧ 𝛾𝑤 is a quantization function for 𝐴𝑤}, i.e., Γ is a set of quantization

functions for all real variables inℋ. For 𝑊 = [𝑤1, . . . , 𝑤𝑘] and 𝑣 = [𝑣1, . . . , 𝑣𝑘], we will
write Γ(𝑣) for the tuple [𝛾𝑤1(𝑣1), . . . , 𝛾𝑤𝑘

(𝑣𝑘)].

A quantized feedback control solution for a DTLHS control problem 𝒫 = (ℋ, 𝐼, 𝐺), given a
quantization 𝒬 = (𝐴,Γ) forℋ = (𝑋,𝑈, 𝑌,𝑁), is a 𝐾 solution to 𝒫 s.t.:

• if (𝑥, 𝑢) /∈ 𝐴𝑋 ×𝐴𝑈 , then 𝐾(𝑥, 𝑢) = 0;
• otherwise, 𝐾(𝑥, 𝑢) = �̂�(Γ(𝑥),Γ(𝑢)), being �̂� : Γ(𝐴𝑋)×Γ(𝐴𝑈 )→ B, i.e., 𝐾 works by

only looking at the (integer) values coming after the AD conversion.

2.6. Automatically Generating Quantized Feedback Solutions for DTLHS
Quantized Control Problems

In the following, we focus on QKS (Quantized Kontrol Synthesizer, [43]), which takes as input a
quantization control problem 𝒫 = (ℋ, 𝐼, 𝐺) for a DTLHSℋ = (𝑋,𝑈, 𝑌,𝑁) with quantization



𝒬 = (𝐴,Γ) and output a correct-by-construction quantized feedback control solution to 𝒫 .
To this aim, QKS goes through the procedure shown in Algorithm 1. Namely, in step 1, initial
region 𝐼 and goal region 𝐺 are quantized. In step 2, a minimal control abstraction is computed
as an LTS ℋ̂(Γ(𝐴𝑋),Γ(𝐴𝑈 ), �̂�). In a nutshell, in the minimal control abstraction, each abstract
transition in �̂� stems from some concrete transition inℋ and viceversa, i.e., �̂�(�̂�, �̂�, 𝑠′̂) if and
only if there exists 𝑦 ∈ 𝑌 s.t. 𝑁(𝑠, 𝑎, 𝑠′) holds. Some special cases (self loops and actions going
outside the admissible region 𝐴) are treated separately [43]. In step 3, the output quantized
controller �̂� is computed with its domain �̂� and a boolean value 𝑏 which is true iff 𝐼 ⊆ 𝑑𝑜𝑚(�̂�),
i.e., if �̂� is able to control all states in the initial region. Note that, if 𝑏 is false, QKS provides
a necessary condition (not detailed here) for controller existence. The quantized controller
synthesis for DTLHSs is actually an undecidable problem [49].

Algorithm 1 QFC Synthesis Algorithm

Input: DTLHS control problem (ℋ, 𝐼, 𝐺), quantization 𝒬 = (𝐴,Γ)
function: 𝑞𝐶𝑡𝑟𝑆𝑦𝑛𝑡(ℋ,𝒬, 𝐼, 𝐺)

1: 𝐼 ← Γ(𝐼), �̂�← Γ(𝐺)
2: ℳ̂ ← 𝑚𝑖𝑛𝐶𝑡𝑟𝐴𝑏𝑠(ℋ,𝒬)
3: (𝑏, �̂�, �̂�)← 𝑠𝑡𝑟𝑜𝑛𝑔𝐶𝑡𝑟(ℳ̂, 𝐼, �̂�) return (𝑏, �̂�, �̂�)

Algorithm 2 details the computation performed in step 3 of Algorithm 1. Namely, function
𝑠𝑡𝑟𝑜𝑛𝑔𝐶𝑡𝑟 starts with an empty controller (step 1). Then, a loop is performed in which, at the
𝑖-th iteration, the states which are at worst case distance 𝑖 from the goal for some action 𝑎 (𝐹
in step 3) are added to 𝐾 , provided that no other actions already existed for those states (with
distance 𝑗 < 𝑖, step 4). All computations are performed representing sets as OBDDs (Ordered
Binary Decision Diagrams) [50, 51].

Algorithm 2 Most General Optimal Controller Synthesis

Input: An LTS control problem (𝒮, 𝐼, 𝐺), 𝒮 = (𝑆,𝐴, 𝑇 ).
function: 𝑠𝑡𝑟𝑜𝑛𝑔𝐶𝑡𝑟(𝒮, 𝐼, 𝐺)

1: 𝐾(𝑠, 𝑎)← 0, 𝐷(𝑠)← 𝐺(𝑠), �̃�(𝑠)← 0
2: while 𝐷(𝑠) ̸= �̃�(𝑠) do:
3: 𝐹 (𝑠, 𝑎)← ∃𝑠′ 𝑇 (𝑠, 𝑎, 𝑠′) ∧ ∀𝑠′ [𝑇 (𝑠, 𝑎, 𝑠′)⇒ 𝐷(𝑠′)]
4: 𝐾(𝑠, 𝑎)← 𝐾(𝑠, 𝑎) ∨ (𝐹 (𝑠, 𝑎) ∧ ̸ ∃𝑎 𝐾(𝑠, 𝑎))
5: �̃�(𝑠)← 𝐷(𝑠), 𝐷(𝑠)← 𝐷(𝑠) ∨ ∃𝑎 𝐾(𝑠, 𝑎)

6: return ⟨∀𝑠 [𝐼(𝑠)⇒ ∃𝑎 𝐾(𝑠, 𝑎)], ∃𝑎 𝐾(𝑠, 𝑎), 𝐾(𝑠, 𝑎)⟩

3. Stabilizing Controllers

The quantized controllers defined in Section 2 are designed so that to drive all controlled
states inside the goal infinitely often. That is, for a DTLHS control problem 𝒫 = (ℋ, 𝐼, 𝐺),
if 𝑠 ∈ 𝐺, then a controller 𝐾 can possibly enable an action 𝑎 leading to a state 𝑠′ /∈ 𝐺, i.e.,



𝐾(𝑠, 𝑎)∧∃𝑠′[�̃�(𝑠, 𝑎, 𝑠′)∧ 𝑠′ /∈ 𝐺]. However, 𝐾 will eventually bring all descendants of 𝑠′ back
into 𝐺, i.e., if 𝒮 = 𝐿𝑇𝑆(ℋ), ∀𝑎 ∈ 𝐴. 𝐾(𝑠′, 𝑎)→ ∀𝜋 ∈ 𝑃𝑎𝑡ℎ(𝒮(𝐾), 𝑠′, 𝑎). ∃𝑛 𝜋𝑆(𝑛) ∈ 𝐺.

In some safety- or mission-critical applications, this could not be enough, as it is desired
that, once the goal is reached, the controller does not let any state escape from it, i.e., ∀𝑠 ∈
𝐺 ∩ 𝑑𝑜𝑚(𝐾), if 𝐾(𝑠, 𝑎) then ∀𝑠′. 𝑁(𝑠, 𝑎, 𝑠′)→ 𝑠′ ∈ 𝐺. If a controller succeeds in doing this,
then it is said to be a stabilizing controller.

It is easy to see that, for a given quantized DTLHS control problem, if a stabilizing controller
𝐾 exists, then QKS returns 𝐾 . In fact, function 𝑠𝑡𝑟𝑜𝑛𝑔𝐶𝑡𝑟 in Algorithm 2 always returns the
action with the lowest (worst case) distance from the goal, thus if there exists an action 𝑎 which
directly maintains a goal state 𝑔 ∈ 𝐺 inside the goal, 𝑎 is enabled in 𝑔 by 𝐾 . If another action 𝑏
is enabled in 𝑔 by 𝐾 , it must not have the same distance as 𝑎, thus it is stabilizing as well.

Unfortunately, the procedure used by QKS does not detect if the output controller is actually
stabilizing or not. In this paper, we present an automatic procedure which modifies function
𝑠𝑡𝑟𝑜𝑛𝑔𝐶𝑡𝑟 so that the controlled states are all stabilized in the goal for at least 𝑙 ≥ 0 steps,
where 𝑙 is an additional input to both 𝑠𝑡𝑟𝑜𝑛𝑔𝐶𝑡𝑟 and 𝑞𝐶𝑡𝑟𝑆𝑦𝑛𝑡 (Algorithm 1). That is, the
output 𝐾𝑙 must be an 𝑙-stabilizing controller such that:

1. 𝐾𝑙 is a strong controller for the problem 𝒫 .
2. ∀ 𝑠 ∈ 𝑑𝑜𝑚(𝐾𝑙) ∀ 𝑎 ∈ 𝐴𝑑𝑚(𝒮, 𝑠) 𝐾𝑙(𝑠, 𝑎) holds if and only if ∀𝑖 ≥ 0, 𝜋 ∈ 𝑃𝑎𝑡ℎ(𝒮(𝐾𝑙),

𝑠, 𝑎). 𝜋(𝑆)(𝑖) ∈ 𝐺 → [∀ 𝑗 = 1, . . . , 𝑙 − 1. 𝜋(𝑆)(𝑗 + 𝑖) ∈ 𝐺].

4. Synthesis of Stabilizing Controllers

In order to compute the 𝑙-stabilizing controller for a quantized DTLHS control problem 𝒫 =
(ℋ, 𝐼, 𝐺) with quantization 𝒬, we modified function 𝑞𝐶𝑡𝑟𝑆𝑦𝑛𝑡 of Algorithm 1 so that: i) it
takes an integer 𝑙 ≥ 0 as an additional input; ii) in step 3, it calls function 𝑠𝑡𝑟𝑜𝑛𝑔𝑆𝑡𝑎𝑏𝐶𝑡𝑟
instead of function 𝑠𝑡𝑟𝑜𝑛𝑔𝐶𝑡𝑟, also passing 𝑙 to it.

Algorithm 3 Stabilizing Controller Synthesis

Input: An LTS control problem (𝒮, 𝐼, 𝐺), 𝒮 = (𝑆, 𝐼,𝐺), integer 𝑙 ≥ 0.
function: 𝑠𝑡𝑟𝑜𝑛𝑔𝑆𝑡𝑎𝑏𝐶𝑡𝑟(𝒮, 𝐼, 𝐺, 𝑙)

1: 𝐾𝑙(𝑠, 𝑎)← 0, 𝐷(𝑠)← 0, �̃�(𝑠)← 1
2: while 𝐷(𝑠) ̸= �̃�(𝑠)) do:
3: 𝐹 (𝑠, 𝑎)← ∃𝑠′ 𝑇 (𝑠, 𝑎, 𝑠′) ∧ ∀𝑠′ [𝑇 (𝑠, 𝑎, 𝑠′)⇒ (𝐷(𝑠′) ∨ (𝐺(𝑠′) ∧
4: ∧ ∀𝑠1𝑎1, . . . , 𝑠𝑙𝑎𝑙 𝑠1 = 𝑠′ ∧ ∀𝑖 = 1, . . . , 𝑙 [𝑇 (𝑠𝑖, 𝑎𝑖, 𝑠𝑖+1)⇒ 𝐺(𝑠𝑖+1)])]
5: 𝐾𝑙(𝑠, 𝑎)← 𝐾𝑙(𝑠, 𝑎) ∨ (𝐹 (𝑠, 𝑎) ∧ ̸ ∃𝑎 𝐾𝑙(𝑠, 𝑎))
6: �̃�(𝑠)← 𝐷(𝑠), 𝐷(𝑠)← 𝐷(𝑠) ∨ ∃𝑎 𝐾𝑙(𝑠, 𝑎)

7: return ⟨∀𝑠 [𝐼(𝑠)⇒ ∃𝑎 𝐾𝑙(𝑠, 𝑎)], ∃𝑎 𝐾𝑙(𝑠, 𝑎), 𝐾𝑙(𝑠, 𝑎)⟩

We then added function 𝑠𝑡𝑟𝑜𝑛𝑔𝑆𝑡𝑎𝑏𝐶𝑡𝑟 to QKS, which is detailed in Algorithm 3. Functions
𝑠𝑡𝑟𝑜𝑛𝑔𝑆𝑡𝑎𝑏𝐶𝑡𝑟 and 𝑠𝑡𝑟𝑜𝑛𝑔𝐶𝑡𝑟 are similar, but with important differences. Both use a set 𝐷(𝑠)
(set of controlled states) to accumulate all found controllable states in the current iteration and
a set �̄�(𝑠) to store all controlled states up to the previous iteration. Basically, the idea is to end



the computation when the procedure does not find other controllable states. Iteratively, both
procedures look for new pairs state-action. After that, they update the �̄�(𝑠) to the previous
iteration and add new controllable states to 𝐷(𝑠).

The main difference is in selecting pairs state-action. The state-of-the-art condition requires
that a state 𝑠 is controllable if, for a given action 𝑎, it presents at least a transition to successor
state and, every successor state is inside the set of controlled states. A controlled state can be
inside the goal region or belongs to a path that brings the system to the goal region. Since the
set of the controlled state is initialized as the set of states within the goal region, the condition
works.

By contrast, stabilizing controllers are required to check also the stabilizing subpath inside 𝐺.
This new condition establishes that each state is controllable if:

• it presents at least a successor state;
• every successor state either is inside the set of controlled states or belongs to the goal

region along with a next stabilizing subpath of length 𝑙 where each state is inside the goal
region.

In such a way, a state can be controlled even when it belongs to a path that brings the system
up to 𝐺 and stabilizes it inside 𝐺. Making a comparison between these two conditions, we can
see how stabilizing controllers incrementally restrict possible paths of the system, because any
shortest stabilizing subpath than 𝑙 inside the goal region is discarded.

5. Experimental Results

To establish the viability of our approach, we provided a C implementation of our algorithm
inside QKS. We exploited the OBDD library as for the standard strong m.g.o. synthesis algorithm.
Likewise, our algorithm will result in a controller implemented as a C function.

We performed several experiments on two case studies: Multi-Buck DC-DC converter [52, 53]
and Inverted Pendulum [54]. We provided experimental results on several configurations of
Multi-Buck DC-DC converter in terms of switches. For the inverted pendulum, instead, we
have one configuration. We used several machines on High-Performance Computing (HPC)
infrastructure to synthesize the output controller. The quantization of the control problem
requires specifying the number of bits for the quantization schema. We carried out several runs
by using 9, 10 and 11 bits. Moreover, we incremented the size of 𝑙 according to obtained results.
When QKS did not find a stabilizing controller for a given 𝑙, we terminated the experiments on
that model.

5.1. Multi Buck DC-DC converter

5.1.1. Case study description

Buck DC-DC converter is a mixed-mode circuit that converts DC input voltage to desired output
DC output voltage. For example, it is used to scale down to typical laptop battery voltage
(12-24) getting a few low voltages needed by laptop processor (e.g., [53]). Another example
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Figure 1: Case studies for experiments

concerns to support Dynamic Voltage and Frequency Scaling (DVFS) in multicore processors (e.g.,
[55]). A typical software approach manages the switches 𝑢1, ...𝑢𝑛 through a microcontroller.
In such a model, shown in Figure 1a, we have 𝑛 power supplies with voltage 𝑉1, ..., 𝑉𝑛. 𝑛
switches with voltage 𝑣𝑢1 , ...., 𝑣

𝑢
𝑛. Current values 𝐼𝑢1 , ...., 𝐼

𝑢
𝑛 . 𝑛 input diodes 𝐷0, ...., 𝐷𝑛−1 and

current 𝑖𝐷0 , ...., 𝑖
𝐷
𝑛−1. The circuit state variables are 𝑖𝐿 and 𝑣𝑂. In the following we recall the

guarded predicate which model the multi-buck as a DTLHS, where coefficients 𝑎𝑖 depend on
circuit parameters as follows: 𝑎1,1 = − 𝑟𝐿

𝐿 , 𝑎1,2 = − 1
𝐿 , 𝑎1,3 = − 1

𝐿 , 𝑎2,1 = 𝑅
𝑟𝑐+𝑅 [−

𝑟𝑐𝑟𝐿
𝐿 + 1

𝐶 ],
𝑎2,2 =

−1
𝑟𝑐+𝑅 [

𝑟𝑐𝑅
𝐿 + 1

𝐶 ], 𝑎2,3 = −
1
𝐿

𝑟𝑐𝑅
𝑟𝑐+𝑅 . For a complete discussion see [48]).

𝑖′𝐿 = (1 + 𝑇𝑎1,1)𝑖𝐿 + 𝑇𝑎1,2𝑣𝑂 + 𝑇𝑎1,3𝑣𝐷 𝑣𝐷 = 𝑣𝑢𝑛 − 𝑉𝑛 𝑞0 → (𝑖𝐷 ≥ 0)
𝑣′𝑂 = 𝑇𝑎2,1𝑖𝐿 + (1 + 𝑇𝑎2,2)𝑣𝑂 + 𝑇𝑎2,3𝑣𝐷 𝑖𝐿 = 𝑖𝐷 +

∑︀𝑛
𝑖=1 𝐼

𝑢
𝑖 �̄�0 → (𝑣𝐷 ≤ 0)⋀︀

𝑖∈[𝑛] 𝑞𝑖 → (𝑣𝐷𝑖 = 𝑅on𝐼
𝑢
𝑖 ) 𝑞0 → (𝑣𝐷 = 𝑅on𝑖𝐷) �̄�0 → (𝑣𝐷 = 𝑅off 𝑖𝐷)⋀︀

𝑖∈[𝑛] �̄�𝑖 → (𝑣𝐷𝑖 = 𝑅off𝐼
𝑢
𝑖 )

⋀︀
𝑖∈[𝑛] 𝑞𝑖 → (𝐼𝑢𝑖 ≥ 0)

⋀︀
𝑖∈[𝑛] �̄�𝑖 → (𝑣𝐷𝑖 ≤ 0)⋀︀

𝑗∈[𝑛−1] 𝑢𝑗 → (𝑣𝑢𝑗 = 𝑅on𝐼
𝑢
𝑗 )

⋀︀
𝑗∈[𝑛−1] �̄�𝑗 → (𝑣𝑢𝑗 = 𝑅off𝐼

𝑢
𝑗 )

⋀︀
𝑖∈[𝑛] 𝑣𝐷 = 𝑣𝑢𝑖 + 𝑣𝐷𝑖 − 𝑉𝑖

5.1.2. Experiments evaluation

We used three different configurations of the non-robust buck DC-DC converter. We carried out
experiments with 𝑛 = 1, 2, 3 in the number of switches. For every configuration, as a baseline,
we synthesized a controller also using the standard strong m.g.o. synthesis algorithm (𝑙 = 0).

Our experimental results are shown in Table 1. Columns in Table 1 have the following
meaning: 𝑛 is the number of power supplies in the multi-buck, Bits is the number of bits used
for the quantization of the DTLHS state variables, 𝑙 is the value for the 𝑙-stabilizing controller,
Nodes is the number of internal nodes of the OBDD representing the resulting 𝑙-stabilizing
controller, Actions and States are the number of actions enabled and the number of states
controlled by the resulting 𝑙-stabilizing controller, and finally Memory and Time provide the
RAM usage in MB and the execution time in seconds, respectively.

As shown in Table 1, we are able to synthesize only 0-stabilizing controllers using 9 bits. By
contrast, using 10 and 11 bits, our runs result in a strong controller with stabilizing length 𝑙 = 1
for 𝑛 = 1, 2, 3 power supplies. In any case, we did not obtain a stabilizing controller for 𝑙 = 2.

We simulated the system with 𝑛 = 1 power supplies and 𝑏 = 10 bits for the AD quantization.



(a) 𝑣𝑂 simulation trajectories (b) 𝑖𝐿 simulation trajectories

Figure 2: Multi-Buck DC-DC simulations with n=1 and b=10 bits

The starting state of the simulation is 𝑣𝑂 = 4 and 𝑖𝐿 = 3. We obtained the trajectories reported
in Figure 2 over a time horizon 𝑇 ∈ [0, 200] in three different settings: without a controller,
control-loop with the 0-stabilizing controller, and control-loop with the 1-stabilizing controller.
In Figure 2a, we can observe how both controllers drive the system toward the goal region.
However, the 1-stabilizing controller stabilizes the system faster than the 0-stabilizing controller,
and it provides better stability inside the goal region. Conversely, Figure 2b shows that in any
case, the current value reaches the goal, but still, 𝑙-stabilizing controllers, incrementally in terms
of 𝑙, lead to better stability.

(a) Actions (b) 1-Stabilizing Controller

Figure 3: Multi-Buck DC-DC experiment with n=1 and b=10 bits

In Figure 3 we provide a visual representation for 𝑛 = 1 power supplies and 𝑏 = 10 bits for
the AD quantization. Figure 3a encodes action 1 with green, 0 with purple and any action with
pink. It illustrates the distribution of actions inside the control region. Figure 3b shows the
distribution of actions in the control region.

The synthesis of stabilizing controllers involves a higher computational cost. In fact, the
size of 𝑙 increases the amount of memory and time needed for a single computation. In such a
context, both the memory usage and execution time depend on the number of bits used for the
quantization schema, the size of the model and the length of the stabilizing subpath specified
by the user.



Table 1
Multi Buck DC-DC converter experiments

𝑛 Bits 𝑙 Nodes Actions States Memory (MB) Time (s)

1 9 0 3246 255309 223703 218.07 2.213460e+03
1 9 1 1 0 0 298.36 2.269390e+03
1 10 0 12207 1048770 943713 552.08 9.285320e+03
1 10 1 11865 1042325 943713 876.57 2.681168e+04
1 10 2 1 0 0 1952.13 8.743820e+03
1 11 0 32597 4312433 3840526 1832.43 3.896438e+04
1 11 1 31216 4277932 3840526 3184.59 9.040446e+04
1 11 2 1 0 0 7956.45 3.257370e+04
2 9 0 8063 318057 237420 337.75 5.760150e+03
2 9 1 1 0 0 433.08 5.258140e+03
2 10 0 25977 1290474 986115 978.55 2.171697e+04
2 10 1 25145 1260858 986115 1475.83 4.703410e+04
2 10 2 1 0 0 2975.62 1.545672e+04
2 11 0 62733 5314364 3981081 3520.31 9.021701e+04
2 11 1 60308 5202979 3981081 5392.5 1.530524e+05
2 11 2 1 0 0 12096.40 6.382998e+04
3 9 0 12150 946463 240977 558.31 1.249221e+04
3 9 1 1 0 0 682.47 1.150078e+04
3 10 0 37201 3817353 997023 1829.64 4.669121e+04
3 10 1 37101 3767342 997023 2502.92 5.028375e+04
3 10 2 1 0 0 4849.4 3.937717e+04
3 11 0 91502 15715546 4022278 6855.14 1.629664e+05
3 11 1 92178 15390590 4022278 9474.27 2.455190e+05
3 11 2 1 0 0 20331.05 1.588620e+05

5.2. Inverted Pendulum

5.2.1. Case study description

The controller synthesis for the Inverted Pendulum (IP) [54] is widely studied through QKS
(e.g., [56, 57, 48]). The system, shown in Figure 1b, is modelled by using an angle 𝜃 and the
angular velocity �̇� as a state variables. The input variable is the torquing force that influences
the torquing velocity in both directions. The input of the system is the torquing force 𝑢 · 𝐹
which can influence the velocity in any direction. 𝑢 is the direction and 𝐹 is the intensity of the
force. In this problem, we try to find a discrete controller whose actions can be: “apply the force
clockwise” (𝑢 = 1), “apply the force counterclockwise” (𝑢 = −1) and “do nothing” (𝑢 = 0). The
behaviour of the system is based on the pendulum mass 𝑚, the length of the pendulum 𝑙 and the
gravitational acceleration 𝑔. The motion of the system is described by the differential equation
�̇� = 𝑔

𝑙 sin 𝜃+
1

𝑚𝑙2
𝑢𝐹 . In the following we recall the guarded predicate which model the inverted

pendulum as a DTLHS, where 𝑦𝜉 variables are in 𝑌 and 𝐼𝑗 for 𝑗 = 1, . . . , 4 represent a partition
of the interval [−𝜋, 𝜋]. For a complete discussion see [48].



(𝑥′1 = 𝑥1 + 2𝜋𝑦𝑞 + 𝑇𝑥2) ∧ (𝑥′2 = 𝑥2 + 𝑇
𝑔

𝑙
𝑦sin + 𝑇

1

𝑚𝑙2
𝑢𝐹 )

∧
⋀︀

𝑖∈[4] 𝑦𝑖 → 𝑓−
𝑖 (𝑦𝛼) ≤ 𝑦sin ≤ 𝑓+

𝑖 (𝑦𝛼) ∧
⋀︀

𝑖∈[4] 𝑦𝑖 → 𝑦𝛼 ∈ 𝐼𝑖 ∧
∑︀

𝑖∈[4] 𝑦𝑖 ≥ 1

∧ 𝑥1 = 2𝜋𝑦𝑘 + 𝑦𝛼 ∧ −𝜋 ≤ 𝑥′1 ≤ 𝜋

5.2.2. Experiments evaluation

Our experimental results are shown in Table 2. Columns in Table 2 have the same meaning of
the columns with the same name in Table 1. We note that, in such a case study, only 0-stabilizing
controllers exist.

Table 2
Inverted pendulum experiments

Bits 𝑙 Nodes Actions States Memory (MB) Time

9 0 12238 453843 262144 324.87 7.200670e+03
9 1 1 0 0 455.29 6.550130e+03
10 0 24878 1831288 1048576 916.39 3.348904e+04
10 1 1 0 0 1495.06 3.536044e+04
11 0 51110 7335238 4194304 3229.16 1.658496e+05
11 1 1 0 0 5602.21 1.640529e+05

6. Conclusions

We provided a new concept of controllers along with a specific synthesis algorithm. Ensuring the
system meets liveness/safety property is a key goal in safety/mission-critical contexts. On such
a basis, the development of correct-by-construction controllers increasing safety guarantees can
become a challenge for many CPSs. On the other hand, the experiments showed several settings
in which we can not obtain stabilizing controllers. Moreover, each performed run required
more computational resources (i.e., time and memory) than the standard synthesis algorithm.
However, the need for correctness of safety/mission-critical systems justifies the usage of a
higher quantity of computational resources.

As future works, we may go in several directions. Firstly, we plan to provide a simulation
environment as a tool to observe the resulting trajectories of the input system in the closed-loop
with the controller provided by QKS. Secondly, to extend the algorithm of weak controller
synthesis to give the user some information about stabilizing controllers (if the strong algorithm
fails). Thirdly, to perform computational evaluations to establish the computational cost in
terms of user-defined input parameters. Last but not least, we plan to provide more experimental
results on several case studies.
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