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Abstract  
The results of studies of atmospheric pressure in the Arctic region of Russia for the period from 

1948 to 2008 presented. The analysis of the climatic seasonal variation of the atmospheric 

pressure fields has been carried out. As the main research method, the probabilistic and statis-

tical analysis of the time series of the pressure field during 60 years at fixed points in the region 

of the Arctic zone of Russia was used. In total, about 90,000 daily (with a six-hour interval) 

pressure values were studied. Based on these data, the climatic seasonal variability was con-

structed as an averaging of the values of a given time series at each point in space and for a 

fixed date. The characteristics of the seasonal cycle, its amplitude and phase have been ana-

lyzed. Those characteristics were studied and their geophysical interpretation was carried out. 

In particular, the minimum and maximum values of the series were determined for the entire 

region and the time series of these characteristics were constructed. It is shown that the devia-

tion is asymmetrical in nature; this is an unobvious result of research. For the maximum and 

minimum, the best approximations were proposed, and these approximations were tested by 

known methods of statistical analysis, including maximum likelihood, least squares and good-

ness of fit methods (tests), in particular, the χ2 test. The performed study has applications both 

purely physical (allows to explain the nature, genesis and distribution of large-scale atmos-

pheric formations in a climatic year) and prognostic (allows to understand and track trends in 

climate, as well as to quantitatively estimate the scale and variability of large-scale atmospheric 

processes). Numerical calculations were performed on the Lomonosov-2 supercomputer of the 

Moscow State University named after M.V. Lomonosov.  
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1. Introduction 

The work utilized the methods of time series analysis, in particular, the separation of the time series 

into periodic and non-periodic components. Such methods are successfully used in the analysis of the 

financial market [1] and long-term variability of geophysical characteristics, such as the temperature of 

air or water [2], as well as in more complex models and schemes [3]. In geophysical schemes and 

models, the concept of climatic seasonal variability is frequently used, when the average values of the 

entire time series are plotted for each date of the year and at each fixed point in space. For example, all 

the values on January 1 at a specific point in space for the entire observation period are averaged, and 

as a result, the average value of the series for January 1 is plotted, which is considered as a climatic 

value. This procedure is carried out for each day within the year. Such a way, the climatic seasonal 
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variability of a specific physical characteristic is built. This method is described in detail, for example, 

in [4]. Further in the studies, it is possible to analyze in more detail the obtained series of observations, 

for example, to select the maximum and (or) minimum values of this physical characteristic over a 

given area and to study the variability of only these maximum or minimum. Note the importance of 

these characteristics, since, for example, in the field of atmospheric pressure. These extrema are asso-

ciated with such physical processes as cyclones and anti-cyclones, their localization and variability.  

Plenty of modern works have been devoted to the study of the Arctic region, since the climate of 

this region has been especially subject to changes due to global warming in recent decades, which has 

led to a significant decrease in snow and ice cover [5–8]. For example, paper [8] presents the results of 

the analysis of the pressure fields of the Arctic region in the “early instrumental” period 1801–1920. 

These data refer to the time when the collection of meteorological data from the network of regular 

stations has started. The data array of observations [9] over 20 years is insufficient to assess the climatic 

seasonal variation, but their analysis allowed the authors to get an idea of the state of pressure in the 

Arctic and find out that, in general, it was lower than the current one. 

Many works are also devoted to the study of anomalies, deviations from the corresponding mean 

[10, 11]. Anomaly indices [12] made it possible to combine series with similar characteristics. It was 

found that below zero anomalies of the mean annual air temperature and positive anomalies in the total 

ice extent of the seas of the Siberian shelf prevailed from the mid-1950s to the end of the 1980s and 

were accompanied by weaker high-latitude zonal transport in the troposphere, strengthening of the Arc-

tic High, and other features [13].  

This work continues the studies published earlier in [14, 15]. Just as in those ones, here the atmos-

pheric pressure field was used in the area bounded by the coordinates of 62°N–80°N and 15°E–60°E. 

On the one hand, this area is wide enough to ignore the local features of atmospheric processes, on the 

other, it is sufficiently uniform, since the sizes of large atmospheric formations are comparable to the 

dimensions of the entire area. By time, pressure data were recorded from January 1, 1948 to December 

31, 2008, daily in a one-degree grid. These data were obtained at the Hydro-meteorological Center of 

Russia and were used earlier in several works, for example, [16]. 

This article presents the results of a probabilistic analysis of atmospheric pressure fields, carried out 

on the basis of separating of the entire series into periodic and non-periodic components. Such an anal-

ysis was carried out for the maximum and minimum values of the pressure fields in the region and 

within the climatic year. It is shown that the studied processes can be represented as a sum, where one 

term characterizes a regular periodic signal, and the other is a random process independent of the first 

one. The characteristics of this random process can be determined from the obtained sample. In this 

case, both the periodic signal and the characteristics of the random process for the maximum and min-

imum pressure is different, have their own fundamental features and require additional study. 

For the considered atmospheric pressure fields in the region the maxima and minima values differ 

markedly. If the minima in space change from 980 hPa to 995 hPa, then the maxima change from 

1010 hPa to 1025 hPa, and these values “migrate” within the region during the year. This is due to the 

behavior of cyclones and anticyclones, their movement, deepening and restructuring. In the Arctic re-

gion of Russia, there are noticeably more cyclones during the climatic year than anticyclones. There-

fore, the distributions of their characteristics are different. Note that the size of the cyclonic atmospheric 

formation, which mainly forms the pressure field, is comparable to the size of the entire area under 

consideration. In other words, we are dealing with one, maximum, two cyclones and anticyclones at the 

same time.  

The following research was done in the work: 

 built a climatic seasonal process for the field of atmospheric pressure in the Arctic region of 

Russia, described its features for maximum and minimum values in the area; 

 time dependence of these characteristics were built, their analysis was carried out; 

 the division of these processes into periodic and aperiodic components was carried out, the 

amplitudes and phases of the periodic components were estimated; 

 for the aperiodic components, the approximations of the observed values that are optimal in 

terms of the minimum variances are selected, their agreement with the approximating distribu-

tions is shown. 



114 

 

2. Observational data for pressure fields  

Consider the field of atmospheric pressure in the area bounded by coordinates 62°–80°N and 15°–

60°E, that is, the European part of the Arctic zone of Russia, including the Baltic coast, the waters of 

the White and Barents Seas to the Kara Sea and the Yamal Peninsula. This is a sufficiently wide area 

to neglect the local features of atmospheric processes, and also fairly uniform, since the sizes of large 

atmospheric formations are comparable to the sizes of this area. Pressure observational data were rec-

orded in the period from 01.01.1948 to 31.12.2008 every day with an interval of 6 hours in a one-degree 

grid.  

For clarity, we will present the pressure fields themselves, which are typical for this region. In Fig-

ure 1 shows the average pressure field for each point of the European part of the Arctic zone of the 

Russian Federation for 60 years from 1948 to 2008. It can be seen that the field is a rather smooth 

surface in space, although if the values themselves are presented in the form of a curve (Figure 2), then 

jumps and anomalies within the annual seasonal variation become noticeable. 

 

 
Figure 1: Average values field of pressure over 60 years for each point of the area bounded by coordi-
nates 62°–80°N and 15°–60°E 

 

Figure 2 shows the curve of changes in the average values for the entire time period of observations 

for each day. One can see that there are no visible lows, but there are periods of the largest jumps in 

values, for example, in 1958 and 1968–1988. Since 1975, according to the Hydro-meteorological Cen-

ter of the Russian Federation, there has been a trend towards an increase in temperature jumps, which 

is shown in [17] on the picture of anomalies in the mean annual air temperature in the Arctic region. 

The difference in the anomalies of mean values for the period 1948–2008 over the European part of 

the Arctic zone of Russia is 8.04 hPa, and for the period 1882–1990 over the entire Arctic region, 

regarding to studies [9, Table VII] – 1.4 hPa. This comparison gives an indication of the change in the 

trend of the observed values. 
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Figure 2: The curve of average pressure values for each day for 60 years from 01.01.1948 
to 12.31.2008 in the Arctic zone of the Russian Federation 

 

3. Results of analysis of field pressure  

In the considered fields, areas of minimum and maximum pressure for each day were identified and 

graphs of their behavior were plotted for annual climate cycle values. 

 

  
Figure 3: Behavior of the average annual pressure maximum – red line; approximation – blue dotted 
line  

 

Figure 3 shows the graphs of the average maximum of the climatic annual cycle for the period under 

consideration and the approximating function. The behavior of the average annual pressure maximum 

Pa (yr) over the entire region for the period from 1948 to 2008 and over the space of 62.5°–80°N and 

15°–60°E is shown versus to the trigonometric function averaged over the observational data set. In 

Figure 3 it is very clear that the behavior of the maximum can be represented as a sum of a trigonometric 

function and a random remain.  
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Figure 4: Difference between the observed and approximating curves for the mean annual maximum 
pressur  

 

The least squares method can be used to find the parameters of this trigonometric function, which 

turns out to be equal, where A=1016.5 (hPa), B=6 (hPa), ω=0.01 (year-1). After subtracting its approx-

imation from the “red line”, the curve (ΔPa) is shown in Figure 4 (the initial of coordinates has been 

moved for better presentation). 

 

 
Figure 5: Hystogramm of maxima for ΔPa annual seasonal cycle  

 

This histogram quite well, with the required degree of probability with respect to the χ2 criterion, 

agrees with two distributions: Gaussian (Pd1) and Maxwell (Pd2), which is shown in Figure 6 (a, b). 
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Figure 6: Approximation of the random rest of maxima (blue line) by (a) Gaussian distribution; (b) Max-
well distribution (red line)  
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xF  with the parameters α=1, σ=0.8 approximates the “tails” much better, but 

poorly approximates the region of small negative pressure values. 

A similar study was carried out for the pressure minima. The behavior of climatic seasonal minima 

is shown in Figure 7 (year to year averaged over the observational data set). 

 

 
Figure 7: Curve of averaged year to year minima (red line) and its approximation line (blue dashed 
line) 
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Figure 8: Hystogram of averaged annual cycle 
 

The curve of averaged minima (1948–2008 yr over entire region) and its approximation 

ii xBAf sin , A=984,2, B=15, ω=0,01 (xi=0,9*k, k=0, 1, ..., 368) presented in Figure 7. The 

histogram is shown in Figure 8. 
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Figure 9: Approximation of the rest of minima by Maxwell distibution (red line shows 

an the approximation and blue line shows the origin function) 

 

From this figure (Figure 9) it can be seen that the Maxwell distribution with the above parameters 

constructed by the method of maximum likelihood and tested by the χ2 criterion with 12 degrees of 

freedom (the division of the pressure interval into 14 subintervals and 2 parameters was estimated by 

sample) agrees very well with observations (with a confidence level of 95%). It can be noted that for 

the minima the model of the sum of the fixed trigonometric functions plus the random remainder is in 

better agreement with the observations than for the maxima. This can be explained by the fact that for 

the polar zone of Russia cyclones, their physical features are more characteristic than anticyclones and 

their variability. 
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4. The upper boundaries determination for the pressure fields  

Analyzing the variability of the pressure field, we used its representation in the form of a stochastic 

differential equation, namely 

dWXtbdtXtadX ),(),(  . 
(1) 

In (1) it is denoted )()( tXdttXdX  . That is the variability of the pressure at the fixed spatial 

point, ),(),,( XtbXta  are coefficients of drift and diffusion, respectively. They defined by (2) according 

to [12]  
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 (2) 

where )/( xyP  is a conditional probability of the transition of the process )(tX  from state x  into state   

y , that is ))(/)(()/( xtXydttXPxyP  , dW  stands for the standard notation of the Gaussian 

“white noise” with zero mean and uniquely variation. The calculation methods of those variables are 

defined in [17, 18].  

Form, the expression (1) will be written as .))(,())(,()0()(
00

WdxbdxaXtX
tt

    Then 

breaking down the entire interval [0,t] into subintervals 
ii   1
, and then, replacing the integral by 

integral sum we yield,  
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From (3) one can see that we deal with the sum of independent random variables with zero mean 

and variance equaled  


)(
0

2
т

i
ibB . That means, the variance 2

min
0
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nbB
т

i
i

approx-

imately equaled, tCB ~ , where С is some positive. From the latter representation and also from the 

assumption that the pressure values are bounded the statement of the Petrov’s theorem [19] follows and 

the equality (4) holds  

).(1
)(lnln)(

)(
mli almostsure

tBtB

tS
  

(4) 

This gives to assess the upper boundaries for the process )(tX , as follows  

BBdxaXtX
t

lnln2|))(,(||)0(||)(|
0

    

(with the probability 1) when t .  

In Figures 10 and 11 one can see that the coefficient ),(2 xtb  quite well corresponds to the coefficient 

),( xta , with some differences. So, from Figure 10 that the seasonal variation for the coefficient ),(2 xtb  

is less pronounced, for example, it is almost invisible in April or July, and the interannual variation 

reflects the 11-year cycle worse (although it also exists) and the quasi-biannual cycle is better than the 

coefficient ),( xta . Neither coefficient ),( xta  nor ),(2 xtb  contain any linear trends. 
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Figure 10: Graph for coefficient ),( xta  from 1948 until 2008 years (measured at 0 o'clock Jan 15) 

 

 
 

Figure 11: Graph for coefficient ),(2 xtb  from 1948 until 2008 years (measured at 0 o'clock Jan 15) 

5. Conclusions 

The paper proposes and implements methods of probabilistic analysis of the time series of atmos-

pheric pressure over 60 years. It is shown that the climatic seasonal variability constructed according 

to such a series and the maximum and minimum are well approximated by the sum of the regular and 

stochastic terms. At the same time, a quantitative assessment of the deviation of the real pressure from 

the seasonal variation in the form of the probability density distribution is given. It is shown that the 

deviation is asymmetric, which is an unobvious research result. For the maximum and minimum, the 

best approximations were constructed, and these approximations were tested by known methods of 

statistical analysis, including the maximum likelihood method, the least squares method and methods 

(tests) of goodness, in particular, the χ2 test. 

Such a study has both a purely physical application, that is, it allows explaining the nature, genesis 

and distribution of large-scale atmospheric formations in a climatic year, and a prognostic one, that is, 

it allows to understand and track trends in the climate, and also quantify the scale and variability of 

large-scale atmospheric processes. 
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