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Abstract  
The problem of finding the most relevant documents as a result of an extended and refined 

query is considered. To solve it, a search model and a text preprocessing mechanism are pro-

posed. It is proposed to use a search engine and a model based on an index using word2vec 

algorithms to generate an extended query with synonyms. To refine the search results, the 

idea of selecting similar documents in the digital semantic library is used.  

The paper investigates the construction of a vector representation of documents in relation to 

the data array of the digital semantic library LibMeta. Each piece of text is labeled. Both the 

whole document and its separate parts can be marked. Search through the library content, 

search for new terms and new semantic relationships between terms of the subject area be-

comes more meaningful and accurate.  

The task of enriching user queries with synonyms was solved. When building a search model 

in conjunction with word2vec algorithms, a "indexing first, then learning" approach is used, 

which allows obtaining more accurate search results. This work can be considered one of the 

first stages in the formation of a training data array for the subject area of problems of math-

ematical physics and the formation of a dictionary of synonyms for this subject area. 

The model was trained on the basis of the library's mathematical content. Examples of train-

ing, extended query and search quality assessment using training and synonyms are given.  
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1. Introduction 

What is considered “synonyms” is determined not only by general linguistic dictionaries, but also 

by the subject area. In each subject area, there are well-established expressions that only in a certain 

context act as synonyms and are not such in general dictionaries of synonyms. In relation to, the se-

lection of synonyms in the mathematical subject area is an independent task. The problem of finding 

synonyms and “similarity” documents has been studied for a long time [1, 2]. There is such an ap-

proach as the Latent Dirichlet Algorithm (LDA model) [3], based on the statistical Bayesian model. 

Algorithms of vector representation of texts like “tf-idf” [3] have gained the greatest popularity in 

their time. The tf-idf scheme reduces documents of arbitrary length to lists of fixed length and word 

count, without reflecting the semantic structure within the document. The LDA algorithm uses themat-

ic anchoring of words and thereby facilitates the consideration of semantic relationships between doc-

uments and within documents. 

The studies presented in [1–3] and other well-known works allow us to say that incorrect infor-

mation obtained upon request, as a rule, is the result of the use of erroneous semantic connections in 

databases. This means that at the stage of preliminary data processing, some semantic connections of 

terms were not taken into account [4, 5]. For scientific papers placed in the search index without in-

cluding the semantic relationships specific to each subject area, this means that they may not be found 

by specialists and not cited. In this issue, a special role is played by preliminary data processing and 

the application of modern approaches to solving the problem of finding reliable scientific information 

                                                      
SSI-2021: Scientific Services & Internet, September 20–23, 2021, Moscow (online) 

EMAIL: oli@ultimeta.ru (O.M. Ataeva); serebr@ultimeta.ru (V.A. Serebryakov); natalia_tuchkova@mail.ru (N.P. Tuchkova)  

ORCID: 0000-0003-0367-5575 (O.M. Ataeva); 0000-0003-1423-621X (V.A. Serebryakov); 0000-0001-6518-5817 (N.P. Tuchkova) 

 
© 2021 Copyright for this paper by its authors. 

Use permitted under Creative Commons License Attribution 4.0 International (CC BY 4.0).  

 CEUR Workshop Proceedings (CEUR-WS.org)  

 



14 

 

based on machine learning [6, 7]. The initial data, having acquired a certain structure in the step of 

processing, can be used already as a source of reliable knowledge [8]. 

We study the problem of finding documents from the content of the semantic library that are clos-

est to the information request. To select the relevant documents, the procedure was used to find simi-

lar documents, which can be obtained by adding the query with synonyms. The aim of the research is 

to build a search model that will satisfy the conditions of the most complete satisfaction of the user's 

search needs on the existing set of documents of the sematic library. 

The version of the model, built on the LibMeta search index [9] using the word2vec algorithms 

[10–12], will be abbreviated as wsgMath in what follows, as is customary in [13]. An approach to the 

combined use of the search engine index and the neural network allows obtaining relevant models 

and ranking functions that adapt well to the underlying data. 

In this work, the task is to link the search model with the subject area, the boundaries of which are 

outlined by its thesaurus and classifiers. Thus, the search through the content of the library, the search 

for new terms and new semantic links between the terms of the subject area becomes more meaning-

ful and accurate. 

The structure of the work is as follows: at the beginning we list related researches, the second sec-

tion outlines the principles of building a search model; the third part describes the construction of ex-

tended queries based on the vector representation of texts; the following are examples, conclusion and 

citation list. 

2. Work related research  

Research close to the problem of finding synonyms is directly related to the increase in the scope 

of application of semantic libraries and databases. The IT-community is facing new challenges posed 

by the thematic diversity of data and sources. In this regard, the information request is processed tak-

ing into account the context of the subject area. The report [14] noted that this has led to a new under-

standing of the processing of an information request as a problem of access to global information. The 

range of related studies, formulated in [14], includes such sections as: 

 User and context sensitive retrieval, 

 Multi-lingual and multi-media issues, 

 Better target tasks, 

 Improved objective evaluations, 

 Substantially more labeled data, 

 Greater variety of data sources, 

 Improved formal models. 

The construction of search models includes all the listed sections. In particular, for finding syno-

nyms, the following main directions can be distinguished: adaptation of existing synonyms to a spe-

cific subject domain and the formation of a specific dictionary of synonyms separately from the gen-

eral language dictionary for a specific subject domain. Both of these areas in modern semantic librar-

ies are implemented using machine learning algorithms. 

The adaptation of synonyms for the subject area is performed using a more general vocabulary, for 

example [15–17]. The formation of a specific dictionary of synonyms for the subject area is based on 

the selection of the “main” terms and semantically related terms to them. This procedure is similar to 

the construction of the thesauri [18–23] and it is associated with the expansion of the search query in 

the semantic database [24–27]. 

The use of machine learning algorithms involves the automated construction of reference samples 

(training corpus) for training the model and their classification [28–30]. These studies are aimed at 

developing a scoring system for selected samples. These include searching for candidates (synonyms) 

and testing candidates based on benchmarks. 

When building a model based on machine learning, a dataset has a special role to play, namely: in-

itial data and datasets for testing and training the model. The result of training the model ultimately 

depends on the quality of the data for testing and the selected samples [29]. 
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In the proposed study, the semantic library focuses on mathematical subject areas such as prob-

lems in mathematical physics and equations for these problems. A special dictionary was not used for 

data analysis, but the algorithms rely on internal sources of the library, a thesaurus for ordinary differ-

ential equations, a dictionary of special functions of mathematical physics, a dictionary for mixed 

equations, as well as classifiers MSC2, UDC3 and the mathematical library of I.M. Vinogradov [31]. 

 

3. Features of the search model  

It should be noted that there are approaches with models built using algorithms trained on publicly 

available lexical dictionaries and datasets. As a rule, these sets do not include special subject areas 

and do not include their terminological specifics. To expand search queries [24–27] with synonyms, it 

is required to use synonym dictionaries. You can use resources such as WordNet4 or RuWordNet5, but 

the main problem is that synonyms from pre-built dictionaries are not linked to the data being in-

dexed, and their use does not improve the results. Therefore, it is necessary to train the model on the 

subject area and the subject area of this research is “Mathematics”. The model of the combined appli-

cation of the search index and the vector model is built using the word2vec algorithm and trained in 

the mathematical subject area.  

To implement this approach, a sequential scheme for working with data was chosen, namely: 

 the subject area is determined; 

 a vocabulary corresponding to the subject area is determined; 

 based on the links between the terms of the dictionary, links are revealed between documents, 

articles, authors, etc.  

Finding and tracking links is done as follows: 

 preprocessing of texts is performed; 

 machine learning algorithms are used for text processing and analysis; 

 vector representations of documents and queries are used to rank search results.  

This approach increases the likelihood that the system will more accurately respond to the user's 

information needs and provide more relevant answers. 

In the process of research, the architecture of the search subsystem of the semantic library was de-

termined, which consists of the following parts: 

 a text preprocessing component for presenting documents in a searchable format, efficiently 

loading and storing data and providing quick access to them; 

 a component of forming a full-text index of documents; 

 a component for constructing a vector model based on an index using word2vec algorithms; 

 a component for processing requests and presenting them in a format convenient for express-

ing the user's information needs in natural language, enriched with synonyms from the subject ar-

ea; 

 a component for generating results based on assessments of document compliance with the 

request, using the content of the library. 

The peculiarity of this approach is the flexible combination of all library tools, such as thesauri, 

classifiers and encyclopedia for finding synonyms and similar documents, as well as evaluating the 

results based on them. 

In Figure 1 shows the main steps of the formation of search results in the LibMeta library. The 

query string coming from the full-text search interface goes through the Analyzer block. It breaks the 

string into words, then analyzes and transforms them. Synonyms for words are extracted and filtered 

from the wsgMath model to form an advanced query that retrieves matching documents from the full-

text index. 

 

                                                      
2 https://cran.r-project.org/web/classifications/MSC.html 
3 https://teacode.com/online/udc/ 
4 https://wordnet.princeton.edu/ 
5 https://ruwordnet.ru/ru 



16 

 

 
Figure 1: Joint use of a search engine and a neural network model built on the basis of an index using 
word2vec algorithms to generate an extended query with synonyms and refine search results based 
on a selection of similar  

 

An extended version of word2vec (doc2vec or paragraph2vec, in different sources) allows to in-

troduce an additional element, such as a text fragment label or a document label. Based on the vectors 

of these labels, we can select similar documents not only by the exact match of keywords or terms, 

but also based on the context of individual fragments or the entire document. 

Remark 1. The text fragment label is used to display documents that are close in meaning, which 

do not appear in the search results, but can provide interest to the user. 

4. Construction and training of a search system vector space model  

4.1. Article preprocessing  

One of the necessary stages of preparing data for their loading in certain text formats into an al-

ready prepared data infrastructure is the preprocessing and cleaning of this data.  

In our case, the data was provided by files in the TeX format, decorated with different styles and 

meta-commands. To begin with, it was necessary to replace all author's tags with standard ones, to 

clear documents from special characters and unknown tags. At the same time, it was not possible to 

completely avoid manual processing, but it was possible to reduce it to a minimum. 

In Figure 2 shows an example of viewing terms in the LiMeta system, the links of which were 

formed at the stages of preprocessing and data cleansing. 
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 Figure 2: An example of implementation of the preprocessing module in LibMeta  
 

The preprocessing module is made in the Python programming language along with the integration 

of the open-source library TexSoup 2015 version and is divided into the following blocks: 

 document cleaning; 

 converting an article into a tree view; 

 processing of all nodes of the tree, recording the revised document. 

In Figure 3 shows the main stages of text preprocessing. 

 
Figure 3: Text preprocessing scheme 
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4.2. Building an index and training word2vec  

The goal of training the wsgMath model was to obtain synonyms that could expand the search que-

ry and get previously unaccounted semantic relations for further retrieval of information relevant to 

the query. 

The search model used in this work implements the integration of a model built on the basis of the 

word2vec neural network and a full-text index. Integration of a neural network and an index can be 

done in the following ways: 

 first training on the text corpus, then the indexing of the texts and the joint use of the trained 

model and index in the search; 

 indexing first, then training on indexed data and sharing in search; 

 first training, then extraction / creation of useful resources by the trained network, and then 

indexing of all resources, both new and original. 

The LibMeta library uses an indexing, then learning approach. The problems of how to provide 

more accurate results based on extended queries [14–16] and how to give users smarter recommenda-

tions for further search based on found documents from the subject area in LibMeta were also studied.  

Based on an array of preprocessed articles, a full text index was built based on the open source 

Apache Lucene6 search library written in Java7. This index is used by the library's full-text search en-

gine and was also used to train the algorithm and extract contexts.  

Words in the context close to the one under consideration are treated as synonyms (context-

sensitive synonyms, in this case) and analyzed. Their lexical and semantic analysis is carried out, that 

is, parts of speech, word forms and their own connections are determined, including with dictionaries 

and thesauri of the subject area. Based on the wsgMath model, the proximity of context-sensitive syn-

onyms is numerically estimated. With the help of these ratings, candidates are selected, and then the 

best ones with the highest ratings are selected. For further comparison, classifier codes can be used if 

the selected words are associated with them. 

Table 1 shows examples of words with associations between words (in the first row there is the 

main word, in the columns below - the identified ones) based on the wsgMath model. 

 

Table 1 
All connections of the word 

пространство 
(field; space) 

краевой 
(boundary value) 

задача 
(problem) 

краевой 
(boundary) 

напряжение 
(stress; tension) 

остаточный 
(residual) 

оператор 
(operator) 

граничный 
(boundary)  

решение 
(solution) 

интегральный 
(integral) 

деформация 
(deformation)  

концентратор 
(concentrator) 

 
множество 

(set) 
интегральный 

(integral) 
уравнение 
(equation) 

дифференциальный 
(differential) 

упрочнение 
(reinforce) 

упрочнение 
(reinforce) 

 
функция 
(function) 

 
 

условие 
(condition) 

уравнение 
(equation) 

пластический 
(plastic) 

усталость 
(fatigue) 

 
  система 

(system) 
  

(tension) 
 

      
  функция 

(function) 
 (strain)  

      
  решение 

(result) 
   

      

                                                      
6 https://lucene.apache.org/ 
7 https://www.java.com/ru/ 
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5. Examples (query with synonyms) 

5.1. Expansion by synonyms 

Consider the term "boundary value problem" (краевая задача), consisting of two words – “prob-

lem” (задача) and “boundary value” (краевая), each of which has its own synonyms, presented in 

Table 1. 

The context of the term as one unit includes such synonyms as [solution, equation, condition, sys-

tem, type, function, field, work] (решение, уравнение, условие, система, тип, функция, область, 

работа). In this case, the term “boundary value problem” itself has the following synonyms: “bound-

ary equation”, “boundary condition”, “boundary function”, “integral function” (граничное 

уравнение, граничное условие, граничная функция, интегральная функция), which were deter-

mined on the basis of high estimates of the proximity of the following pairs of synonyms and in ac-

cordance with the pattern "Adjective + term (noun)" on the wsgMath model: 

 

sim (problem, solution)( задача, решение ) = 0.91 

sim (problem, equation)( задача, уравнение ) = 0.86 

sim (problem, condition)( задача, условие ) = 0.82 

sim (problem, system)( задача, система ) = 0.79 

sim (problem, function)( задача, функция ) = 0.73 

 

Remark 2. When constructing synonymous terms, synonyms of words defined as a named entity 

based on a dictionary, which includes a list of persons found in a mathematical encyclopedia, are not 

used. But at the same time we note that the word “riemann (Riemann)” got into the set of synonyms 

{cauchy (Cauchy)}, and the word “fourier (Fourier)” got into the set of synonyms {laplace (La-

place)}. 

 

Thus, works with high estimates of the similarity of synonyms were selected. 

 

1. О положительном радиально-симметрическом решении задачи дирихле для одного не-

линейного уравнения и численном методе его получения (On a positive radially symmetric so-

lution of the Dirichlet problem for a nonlinear equation and a numerical method for obtaining it) 

  score = 0.90484273 

 

2. О корректности краевой задачи на прямой для трех аналитических функций (On the 

correctness of a boundary value problem on the line for three analytic functions) 

  score = 0.902505 

 

3. Проекционные процедуры нелокального улучшения линейно управляемых процессов 

(Projection procedures for non-local improvement of linearly controlled processes) 

  score = 0.8816618 

 

4. Краевая задача для частного вида уравнения эйлера–дарбу с интегральными условиями 

и специальными условиями сопряжения на характеристике (A boundary value problem for a 

particular form of the Euler–Darboux equation with integral conditions and special conjugation 

conditions on the characteristic) 

  score = 0.846388 

 

5. Теорема валле-пуссена для одного класса функционально-дифференциальных уравнений 

(Vallee-Poussin theorem for a class of functional differential equations) 

  score = 0.84127665 
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5.2. Search for similar documents 

Let's consider an example of using the text fragment label element for the process of ranking doc-

uments based on the wsgMath model when searching for similar documents. 

When a document enters the system, its current vector representation is retrieved, a search is per-

formed and the marks of the nearest documents are returned, the cosine distance of which exceeds a 

certain threshold, determined experimentally as 0.6. 

Further, you can also use classifier codes for comparison as one of the options for evaluating simi-

lar documents. In this case, various options are possible, associated with the presence or absence of 

classification codes MSC and UDC in the source documents: 

 Documents entering the system are marked with MSC and UDC classifier codes. Documents 

entering the system are marked with MSC and UDC classifier codes. If UDC codes differ for simi-

lar documents, then you can specify them as related subject areas (applications of results, interdis-

ciplinary research, etc.). 

 The documents are not provided with codes, but the keywords correspond to the subject area, 

and there are codes of classifiers in the dictionary (thesaurus, encyclopedia). In this case, the key 

word codes are compared and the corresponding codes are assigned to the documents. 

 

In Figure 4 shows an example of the correspondence between the classifier codes obtained from 

the LibMeta content and the procedure for identifying synonyms. In this case, it was revealed that the 

UDC 515.128 code corresponds to such MSC codes as 54E20, 54E40, 54D65, etc. 

 

 
 

Figure 4: An example of correspondence between the codes of the classifiers MSC and UDC 
 

6. Conclusion and future work 

In the presented study, the following main results were obtained. 

It is shown that the preliminary processing of the input data arrays (texts of scientific articles) al-

lows us to take into account further additional semantic connections and improve the quality of the 

search.  
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The use of the mechanism for integrating a neural network and an index makes it possible to im-

plement variants of the search model to obtain relevant documents with a given accuracy. 

The combined use of the search engine index and the neural network makes it possible to obtain 

relevant models and ranking functions that adapt well to the underlying data. 

The proposed search model also makes it possible to establish a correspondence between classifier 

codes for close documents, find synonyms in contextual comparison, and rank documents based on a 

fragment label. 

Problems for further study were identified - the development of a mechanism for assessing the 

quality of search using various metrics, the use of English and Russian synonyms to enrich the query 

and improve the quality of search, and assess the learning rate of the model. 

This work can be considered one of the first stages in the formation of a training data array for the 

subject area of problems of mathematical physics and the formation of a dictionary of synonyms for 

this subject area. 

The solution to these problems stems from the research done, which allows us to formulate specif-

ic tasks to improve the quality of search. This is the compilation of dictionaries of domain synonyms 

associated with classifiers and reference documents associated with terms of the domain thesaurus. 

Such resources can further improve the search quality based on machine learning algorithms. 
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