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Abstract. Mobile-based virtual reality (VR) is the more affordable way for the 
general public to experience immersive VR, and text input is a frequent process 
in mobile VR. Usually, the raycasting selection technique is used to perform 
this task. However, using this technique may present some limitations. Hence, 
this short paper aims to briefly present the work in progress of designing and 
developing an alternative text entry technique for mobile-based VR using a 
design science research (DSR) methodology process. Our technique uses a one-
handed ambiguous keyboard and focuses on improving user performance and 
typing experience for short-term text input. Further improvement and the 
evaluation of the technique will compose the next steps of this research. 
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1   Introduction 

In recent years, besides hardware’s cost reduction for the general public to experience 
immersive virtual reality (VR) systems based on personal computers (PCs), this 
simulated experience approachability was promoted further by the possibility of being 
experienced through smartphones [1-3]. The main advantage of mobile-based VR is 
its portability—autonomy and wireless setting; furthermore, it is more affordable than 
the equipment required for an entry-level PC-based VR experience [1]. Nevertheless, 
its performance and graphical capability are limited, as well as its positioning tracking 
[3,4]. For example, head and hand tracking in mobile VR—through the headset and 
VR controller, respectively—is performed only in 3 degrees of freedom (DoF). In 
other words, for both visualization and control, only rotation movements (directions) 
are tracked instead of rotation and translation movements (directions and 
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tridimensional positions)—as occur in PC-based VR with the use of head-mounted 
displays (HMDs) and handheld controllers with 6 DoF. 

Text input is a frequent process in mobile VR. Usually, the raycasting selection 
technique is used to perform this task. It works as follows: users must keep the virtual 
pointing steady, intersecting the desired virtual key (1) until they confirm the 
selection, for instance, by pressing a button or (2) until the system’s automatic 
selection is confirmed after a predetermined time (dwell time). In mobile VR, the 
raycasting selection can be performed using the VR controller or the touchpad located 
on the side of the active headset1; for the latter, the direction in which the user looks is 
considered the virtual pointing and a dot in the middle of the screen represents it. 

Whereas previous work had focused on presenting in more detail the work in 
progress of the design and development of our alternative text entry technique for 
mobile-based VR [5], this short paper focuses on its design science research (DSR) 
methodology process. Additional information regarding the problem identification 
and the motivation behind this research will be more explored in the next section. 

2   The Artifact Development Process 

In contexts where it may be useful to design a novel artifact to solve a specific 
problem or improve existing situations, the design science fits better than traditional 
science [6-8]. Due to the real-world complexity, the DSR does not seek an optimal 
solution but a satisfactory one capable of positively impacting people’s life [7,9]. 
Accordingly, the development process of our artifact was performed using as 
reference the DSR methodology described by Peffers et al. [10]. These authors built 
this methodology based on a consensus approach of well-accepted common elements 
within DSR literature. Their DSR methodology process is divided into six iterative 
activities in a nominal sequence: problem identification and motivation, objective of 
the solution, design and development, demonstration, evaluation, and 
communication—represented by previous work, this short paper itself, and further 
publications. 

2.1   Problem Identification and Motivation 

In this activity, researchers should define a specific problem and justify the value of a 
solution for the context. In our case, as our approach is problem-centered, some 
factors must be made evident. Designing efficient and user-centered solutions for text 
input in VR is a challenge; hence, many researchers have been developing different 
devices and techniques for text entry in PC-based VR [11]. However, the literature 
indicates a lack of alternative techniques for mobile-based VR. Using a narrow 
search, we found only a couple of studies [12,13] presenting alternative techniques for 

 
1 As this work is related to text entry techniques (an interactive process), we are considering 

mobile VR as those with the use of active headsets (e.g., Samsung Gear VR). That is because 
passive headsets, such as Google Cardboard, have some limitations [2], enabling only 
passive visualization of 360° multimedia (non-interactive). 



mobile VR. It is worth noting that speech-based text entry techniques have limitations 
regarding text editing [14] and their use in public places: these techniques can cause 
privacy issues to users, and noisy environments can impair speech recognition [12-
14]. It is also useful to mention that speech-based techniques may not accurately 
recognize acronyms, new words, or words in other languages. 

As mentioned before, the standard selection technique for VR is raycasting. 
However, using this technique may present issues concerning the difficulty to aim at 
the desired virtual key and the fatigue generated when using both hands for 
“shooting” fast [15]; this first issue may be caused by the users’ hand tremors [16]. 
Due to the lack of physical support for their hands, it is difficult for users to aim and 
keep the virtual pointing steady, intersecting the desired (small) virtual key until the 
selection is confirmed [17]. Furthermore, unlike PC-based VR, which uses two 
controllers, mobile VR uses only one controller or the active headset itself for 
raycasting selection. This condition may cause more tiredness in the long term, as its 
text input speed is even slower. Moreover, during the immersive experience using 
mobile VR, users may receive and send messages through the system’s interface 
itself. Besides, one hand always remains unused in settings in which the VR hand 
controller is used. All things considered, these circumstances emerge as opportunities 
for researchers to design novel text input techniques controlled by the available hand, 
focused on short-term text entry. In this way, users would not need to switch devices 
while immersed in the virtual world and “blinded” to the real one. 

2.2   Objective of the Solution 

In this activity, researchers should infer the solution objectives based on the analysis 
of the problem definition. Depending on the research, such objectives can be: describe 
how it is expected that the novel artifact can assist problem solutions not addressed so 
far or predict where the desired solution would be better than existing solutions. In 
this way, our objective is to develop an alternative text entry technique for mobile VR 
by using a one-handed ambiguous keyboard. The novel technique is focused on 
improving user performance and typing experience for short-term text input. 

The identified related works presenting an alternative text entry technique for 
mobile VR are hands-free [12,13]. Alternately, our solution objective in terms of 
interaction setup is that users will use the headset with the smartphone inside as the 
visualization device, the VR controller as navigation and main interaction device, and 
the ambiguous keyboard as the text input device. Therefore, both hands will be used 
during the process, making it faster and efficient: the hand holding the VR controller 
will be used for navigation within the text for copy editing tasks, meanwhile, the hand 
using the ambiguous keyboard will be used for character input. 

2.3   Design and Development 

In this activity, researchers should determine the artifact’s functionality first and then 
build it. The research contribution may be incorporated into the artifact design itself. 
Our ambiguous keyboard prototype comprises a bent case and a Printed Circuit Board 



(PCB) for 16 keys (4x4) custom mechanical keyboard, Cherry MX Greens tactile 
switches, 3D printed round-shaped white keycaps, and a Raspberry Pi 3 with 
Bluetooth and camera modules. Small blue square-shaped pieces of electrical tape 
were stuck over the keycaps to serve as markers for the computer vision tracking 
system (see Fig. 1). 

 

Fig. 1. Computer vision for visual feedback. 

This tracking system was designed to provide visual feedback, detecting which 
keys are being occluded by the user’s fingers in real-time. For this, we used computer 
vision through the camera module associated with the Python programming language 
and the OpenCV library. The strong tactile bump switches themselves were used to 
provide tactile feedback from the user’s fingers hitting keys. Our 16 keys ambiguous 
keyboard is appropriate to be used with one hand, and it has sub-layouts that support 
not only lowercase letters but also uppercase letters, numbers, and symbols (Fig. 2). 
Users can switch between layouts by pressing the toggle keys. In this direction, 
besides being efficient, our layout is a familiar layout, similar to old phones’ 
ambiguous keypad. So, for instance, if users want to input the ‘b’ letter, they can press 
the key corresponding to the number two twice with all the toggle keys turned off. 

2.4   Demonstration 

In this activity, researchers should demonstrate how the artifact use can solve the 
identified problem. That can be accomplished through experimentation or simulation, 
for instance. To achieve this, we developed a mobile VR application using Unity 3D. 
Its user interface comprises the ambiguous keyboard virtual representation with real-
time visual feedback, text phrases to be copied by the user, and an empty text entry 
field (Fig. 3). 



 

Fig. 2. Sub-layouts of the text input technique. 

 

Fig. 3. A screenshot of the application. 

When building an artifact, avoiding unwanted side effects is a challenge [6], but it 
is essential. The virtual representation of the user’s hands is, in fact, important for a 
positive user experience. Nevertheless, the uncanny valley can occur if the hands’ 



tracking is inaccurate [18,19]; this phenomenon can impair user experience and sense 
of presence. Thus, considering that mobile VR is stationary (3 DoF), user virtual 
hands’ representation was not included. However, despite users not seeing the 
representation of their virtual hands, they can see their typing results in real-time to 
preserve a positive user experience. Lastly, we used a Samsung Galaxy S8 
smartphone, a Samsung Gear VR active headset, and a Samsung VR hand controller 
(3 DoF) to run the application. 

2.5   Evaluation 

In this activity, researchers should observe and measure how well the artifact can 
solve the problem. Relevant metrics and analysis techniques related to the researched 
context should be used to evaluate the artifact, and the evaluation should result in 
adequate empirical evidence. Before starting this activity, we decided to iterate back 
to activity 3 (design and development) to improve the tracking system. As a 
limitation, the computer vision tracking system only tracks one finger per keyboard’s 
column; it also provides imprecise feedback depending on the environment’s lighting 
and the module camera position in relation to the ambiguous keyboard. Hence, before 
the evaluation through empirical comparison, we decided to develop an accurate 
touch-based tracking system (Fig. 4). Instead of using blue square-shaped markers 
associated with computer vision, we placed metallic square-shaped high impedance 
sensors over the keycaps to detect the user’s fingers’ touch. This new prototype is 
under development and will be presented in further detail in future publications. 

 

Fig. 4. The under-development touch-based tracking system. 

Usually, the evaluation of DSR’s artifacts is based on methodologies available in 
the knowledge base [8]. In this way, after improving our prototype, also in future 



works, we will evaluate our technique using methodological aspects from the study by 
Boletsis and Kongsvik [15]. Participants’ task will be to copy pre-defined phrases 
from MacKenzie and Soukoreff phrase sets created for evaluating text entry 
techniques [20]. In this way, the empirical experiment will collect data regarding 
performance—typing speed [21,22] and error rate [22,23]—and user preferences—
usability [24] and user experience [25]. In addition, it will compare the following 
techniques: (1) raycasting head-directed selection technique using the headset; (2) 
raycasting selection technique using the VR hand controller (3 Dof); (3) the technique 
presented in this paper (multi-tap approach); and (4) the technique presented in this 
paper but with a single-tap approach associated with machine learning to predict 
possible corresponding words. 

3   Conclusion 

This short paper presented the work in progress of the design and development 
process of a novel text entry technique for mobile VR, focusing on its DSR 
methodology. Reliance on creativity and trial-and-error are characteristic of this type 
of research focused on artifact development [8]. Thus, an iteration back to activity 3 
(design and development)—seeking the improvement of the artifact effectiveness—
and activity 5 (evaluation) will compose the next steps of this work. We will also 
conduct a broad search through a systematic literature review to identify more related 
works. Finally, after further improvement and evaluation, we will continue to 
communicate our research resulting knowledge through academic publications. 
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