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1 Model Checking

The systems correctness is fundamental in hardware and software design, es-
pecially in the context of critical systems. With the latter, we mean systems
in which failure is not an option. The main methods for software verification
are: testing, simulation, and formal verification. Testing and simulation have
one main issue: they can detect errors but can not determine their absence.
To overcome the above problem, formal verification results to be very useful.
This approach provides a formal-based methodology to model systems, specify
properties, and verify that a system satisfies a given specification. In formal ver-
ification, the specification is usually based on temporal logics. The latter can
describe the order of events without introducing the time explicitly. In temporal
logics, we mainly distinguish between linear- and branching-time logics, which
reflect the underlying nature of the time we consider. The most popular tem-
poral logics are LTL (linear-time temporal logic) [42], CTL (computation tree
logic) [19], and their extension CTL* [26]. An outstanding development in the
area of temporal logics has been the discovery of algorithmic methods to verify
properties of finite-state systems represented by Kripke structures [35]. Hence,
the formal verification of a system modelled by a Kripke structure M with re-
spect a temporal logic specification ¢ can be rephrased as “Is M a model of
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©?”, which explains the name model checking (MC), as it was coined by Clarke
and Emerson in [19]. Two main modalities are considered to perform MC in
practice. The first option is a classical use of ad-hoc algorithms. For example,
the PSPACE-COMPLETE recursive algorithms have been carried out to solve the
MC problems for LT L. Similarly, for CTL, it has been shown a linear algorithm.
The second option involves instead a systematic use of the automata-theoretic
approach on infinite objects. In particular, a translation from a temporal logic
formula ¢ to an automaton is provided. In this way, the MC question reduces to
the emptiness problem of the intersection between the automaton corresponding
to the system and the one for the complement of the property.

2 Model Checking on Multi-Agent Systems

In the Multi-Agent Systems (MAS) design and verification, temporal logics have
recently assumed a prominent role for the strategic reasoning [3, 33,17, 40, 39, 25].
Specifically, classical temporal logics have been extended to provide properties
over MAS. One of the most important developments in this field is Alternating-
Time Temporal Logic (ATL), introduced by Alur, Henzinger, and Kupferman [3].
Such a logic allows to reason about strategies of agents having the satisfaction
of temporal goals as payoff criterion. More formally, it is obtained as a general-
ization of CTL, in which the existential E and the universal A path quantifiers
are replaced with strategic modalities of the form (I")) and [I'], where I' is a
set of agents. Despite its expressiveness, ATL suffers from the strong limitation
that strategies are treated only implicitly in the semantics of such modalities.
This restriction makes the logic less suited to formalize several important so-
lution concepts, such as the Nash Equilibrium. These considerations led to the
introduction of Strategy Logic (SL) [16, 40], a more powerful formalism for strate-
gic reasoning. As a key aspect, this logic treats strategies as first-order objects
that can be determined by means of the existential 9z and universal Yz quanti-
fiers, which can be respectively read as “there exists a strategy x” and “for all
strategies x”. Remarkably, in SL [40], a strategy is a generic conditional plan
that at each step of the game prescribes an action. With more detail, there are
two main classes of strategies: memoryless and memoryful. In the former case,
agents choose an action by considering only the current game state while, in
the latter case, agents choose an action by considering the full history of the
game. Therefore, this plan is not intrinsically glued to a specific agent, but an
explicit binding operator (a,z) allows to link an agent a to the strategy asso-
ciated with a variable z. Unfortunately, the high expressivity of SL comes at a
price. Indeed, it has been proved that the model-checking problem for SL be-
comes non-elementary complete and the satisfiability undecidable. To gain back
elementariness, several fragments of SL have been considered. Among the others,
Strategy Logic with Simple-Goals [12] considers SL formulas in which strategic
operators, bindings operators, and temporal operators are coupled. It has been
shown that Strategy Logic with Simple-Goals strictly subsume ATL and its MC
problem is P-COMPLETE, as it is for ATL. To conclude this section, we want to
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focus on a key aspect in MAS: the agents’ visibility. Specifically, we distinguish
between perfect and imperfect information games [44]. The former corresponds
to a basic setting in which every agent has full knowledge about the game. How-
ever, in real-life scenarios it is common to have situations in which agents have
to play without having all relevant information at hand. In computer science
these situations occur for example when some variables of a system are inter-
nal/private and not visible to an external environment [36, 14]. In game models,
the imperfect information is usually modelled by setting an indistinguishability
relation over the states of the game [36, 44, 43]. This feature deeply impacts on
the MC complexity. For example, ATL becomes undecidable in the context of
imperfect information and memoryful strategies [24]. To overcome this problem,
some works have either focused on an approximation to perfect information [11,
13] or developed notions of bounded memory [10].

3 Runtime verification

Runtime verification (RV) is being pursued as a lightweight verification technique
bridging static verification techniques, such as MC, and testing. One of the
main distinguishing features of RV is due to its nature of being performed at
runtime, which opens up the possibility to act whenever incorrect behavior of
a software system is detected. A fault is defined as the deviation between the
current behavior and the expected behavior of the system [37,22]. A fault might
lead to a failure, but not necessarily. An error, on the other hand, is a mistake
made by a human that results in a fault and possibly in a failure. Runtime
verification [37] is the discipline of computer science that deals with the study,
development, and application of those verification techniques that allow checking
whether a run of a system under scrutiny satisfies or violates a given correctness
property. In RV dynamic checking of the correct behavior of a system can be
performed by a monitor which is generated from a formal specification of the
properties to be verified. As happens for formal static verification, RV relies
on a high level specification formalism to specify the expected properties of a
system. Similarly to testing, RV is an effective but non exhaustive technique to
verify complex properties of a system at runtime. In contrast to formal static
verification and testing, RV offers opportunities for error recovery which make
this approach more attractive for the development of reliable software. Not only
a system can be constantly monitored for its whole lifetime to detect possible
misbehavior, but also appropriate handlers can be executed for error recovery.
RV ensures the system may be stopped the moment issues are identified in
a tractable manner. Furthermore, the verification is not invasive, the system
running should not be affected® by the presence of the monitor, this is because the
monitor does not need to generate the traces that have to be checked (in this way
the state explosion problem, which is typical of the static verification, does not
happen). Finally, verification can continue beyond system deployment. Similarly
to MC, temporal logics are used to describe properties. Since RV works on the

3 Adding/Removing the monitor should not influence the system.
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system computation at run-time, LTL properties has become predominant in this
field [37,9]. However, branching logics, such as CTL, have been recently explored
as well. One can find works studying and applying pHML (a branching-time logic
with least and greatest fix points) from a runtime verification perspective [1, 31,
15]. As well as its monitorable subset MHML [6]. In the context of multiple
paths, RV works on the verification of hyperproperties [21] can be found [30].
Such properties do not only check the correctness of individual traces, but can
relate multiple computation traces to each other. A key example of a logic used
in these scenarios is HyperLTL [20], which extends LTL with trace variables and
trace quantifiers in order to refer to multiple traces at a time.

4 Runtime verification on Multi-agent Systems

In Section 2, we presented works on static verification on MAS. Here, we present
the state of the art in runtime verification on MAS. In [5], the authors presented
a framework to verify at runtime agent interaction protocols (AIP). The formal-
ism used in this work allows the introduction of variables, that are then used
to constrain the expected behavior in a more expressive way. In [27], the same
authors proposed an approach to verify at runtime AIP using multiple moni-
tors. This is obtained by decentralizing the global specification (specified as a
Trace Expression [4]), which is used to represent the global protocol, into partial
specifications denoting the single agents’ perspective. In [7,45], other works on
runtime verification of agent interactions are proposed, and in [38] a framework
for dynamic adaptive MAS (DAMS-RV) based on an adaptive feedback loop is
presented. Other approaches to MAS RV include the proposals spin-off from the
SOCS project where the SCIFF computational logic framework [2] is used to
provide the semantics of social integrity constraints. To model MAS interaction,
expectation-based semantics specifies the links between observed and expected
events, providing a means to test runtime conformance of an actual conversa-
tion with respect to a given interaction protocol [46]. Similar work has been
performed using commitments [18]. To conclude, we want to emphasize that RV
has never been considered in logics for the strategic reasoning [3,40].

5 Combination of MC and RV

Combining static and runtime verification methods raises many issues due to the
fact that properties are checked against a model in the first case, and against
a real running system in the second. To the best of our knowledge, very few
attempts to carry out such a combination exist. In a position paper dating
back to 2014, Hinrichs et al. suggested to “model check what you can, runtime
verify the rest” [32]. Their work presented several realistic examples where such
mixed approach would give advantages, but no technical aspects were addressed.
Desai et al. [23] presented a framework to combine MC and RV for robotic
applications. Kejstovd et al.[34] extended an existing software model checker,
DIVINE [8], with a RV mode. The system under test consists of a user program
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in C or C++ together with the environment. The model checker operates in
two modes: in run mode, a single execution of the program is explored in the
standard execution order; in verify mode, the standard MC algorithm is applied.
This extension to DIVINE is a prototype with many limitations recognized by
the authors themselves. Other blended approaches exist, such as a verification-
centric software development process for Java making it possible to write, type
check, and consistency check behavioral specifications for Java before writing
any code [47]. Although it integrates a static checker for Java and a runtime
assertion checker, it does not properly integrate MC and RV. Both the Java
approaches and the extension to DIVINE are targeted to specific programming
languages. Finally, in [28] a recent work on using RV to validate MC assumptions
is proposed. In this work, the environment is abstracted and given in input to the
model checker; after that, a runtime monitor is generated and used to validate
the abstraction against the running system.

6 The new challenge: combine MC and RV on MAS

In the previous sections, we presented the most recent and relevant contributions
in the context of static and runtime verification. For both techniques, we also
focused on their application in the MAS scenario. Finally, we cited the existing
works on the combination of these two techniques. Nonetheless, to the best of
our knowledge, no work combining the two approaches in the MAS context has
been done, even though each one has been applied independently. Moreover, RV
has been applied to MAS specifically for monitoring interaction protocols, and
it has never been applied, nor considered, for checking logics for the strategic
reasoning. We started this line of research in [29], where we presented a tool
for combining MC and RV to find the decidability of ATL model checking in
the context of imperfect information and memoryful strategies. In this work, no
theoretical results are given. We are working on the theory behind it, such as
complexity analysis and preservation results. On the other hand, we are also re-
searching other ways to enrich RV for MAS properties. For example, by following
the idea of predictive RV [41], we may consider to capture the predictive behav-
ior of a monitor by verifying properties via MC on strategic properties and then
apply RV for temporal properties. Another interesting and innovative approach
involves the introduction of monitors to synthesize strategies. The existing logics
for the strategic reasoning try to answer the question: There exists a strategy?.
But, another important question is: Which strategy?. This would require to ac-
tually compute a strategy, and a monitor is a natural candidate to overcome
this challenge. There are two possible ways that we are considering. The first
one considers the existing relation between monitors and strategies, since they
can be modelled with the same formalism (e.g. state machines). While, the other
one involves strategic properties and monitors to capture the actions at runtime.
In the latter line, a possible first attempt is to capture memoryless strategies in
which we only need of an execution that involves all the states of the game
model. Last but not least, by considering the works on RV over branching-time
properties, we are evaluating the natural extension to logics for the strategic
reasoning. In fact, as mentioned in the previous sections, logics for the strate-
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gic reasoning, such as ATL, are generalizations of branching-time logics and by
consequence a natural extension can be applied.
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