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Abstract 
The global penetration rate of smart meter installation is ever-growing. The smart meters 

provide 24/7 continuous recordings of electricity data which is comprised of useful 

information related to electricity usage and consumers’ behaviors. Anomalies such as 

electricity theft can be detected using machine learning algorithms. To build a robust and 

accurate detection model, sufficient labelled data is important to ensure good generalization 

that adapts properly to unseen data. Nevertheless, manual electricity data labelling is costly 

and unrealistic in a large-scale population. In this paper, a semi-automatic data labelling 

algorithm is proposed based on deep convolutional neural network to label the electricity 

data, with limited amount of labelled data. Results reveal that the algorithm could serve as 

tradeoff between costly manual labelling and performance of the detection model. 
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1. Introduction 

Reduction of carbon emission from electricity consumption has been the leading global vision to 

tackle with global warming which can wreak havoc on human beings. Environmental experts have 

emphasized that global warming leads to severe ice and permafrost melting which releases a large 

amount of methane, about 30 times powerful greenhouse effect compared to carbon dioxide[1][2]. It 

may become irreversible positive feedback for melting if the increase in sea-level temperature reaches 

the threshold. 

In many countries, traditional electric grid has been migrated to smart grid to address the challenge 

[3][4]. The deployment of smart meters has played a crucial role in smart grid which supports 

continuous collection of electricity data in apartments and buildings[5]. Current works estimated that 

the number of smart meters has reached 200 million, 96 million, 70 million and 2.9 million in Europe, 

China, U.S., and U.K. respectively, with a market penetration of over 50%[6][7]. This has built up a 

solid foundation for further analysis of massive amount of electricity data. In the light of the 

introduction of electricity load disaggregation (ELD) algorithm (it is also called non-intrusive load 

monitoring, NILM), electricity data is disaggregated into electricity consumption of individual 
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electric appliance, that brings valuable insight and impact to the general public, electric company, and 

government [8][9]. Electricity data also provides insight to detect electricity theft, which is accounted 

for the lost of 25%, 16%, and 6% of electricity supply in India, Brazil, and China, respectively [10]. 

Besides, the consequences of electricity theft include the lack of safety of utilities and users, revenue 

loss, and increase in electricity demand [11]. 

Data labeling is preferable approach to provide the ground truth of electricity data. In traditional 

data collection process, data is costly to be labeled for supervised machine learning 

algorithm[12][13]. Possible labeling methods include manual labeling [14] and adding a control 

system to record the on and off statues of appliance [15]. Nevertheless, these are costly and limited by 

large scale deployment of smart meters. Therefore, a computational approach via automatic data 

labeling algorithm is desired. 

2. Literature review of automatic data labelling algorithms 

The discussion of automatic data labeling techniques is algorithmic-based approach instead of 

costly manual-based or control-based approaches [16][17]. In general, existing works adopted the 

concept of semi-supervised learning. To summarize, the following works [18][19][20][21] shared the 

concept of single label assignment. Started with small amount of labeled electricity data and large 

amount of unlabeled electricity data, 1-Nearest Neighbor was adopted for the assignment of unlabeled 

data to the class of the nearest neighbor [18]. A two stages graph-based approach was proposed in 

[19]. Both labeled and unlabeled data are firstly transformed into graph representation with the 

adjacency graph setting of G=(V,E) where V and E are nodes and edges respectively. The closer the 

connection on the graph, the higher the chance of sharing the same label. In [20], the presented 

research work considered the introduction of unlabeled data to the consistency learning loss function 

and formed composite loss with the labeled data. Another approach combined the decision tree and 

nearest-neighbor techniques for data labeling that the former was acted as eager learner and the latter 

was served as lazy learner [21]. 

Existing works [18][19][20][21] typically adopted single label assignment. Practically, there are 

numerous and ever-growing types and brands of electric appliances. Electric appliance may share 

similar characteristics with multiple types of electric appliances. Single label assignment has 

shortcoming in the aspects of convergence and diversity. 

3. Methodology 

Since the focus of our research work is semi-automatic data labelling instead of electricity theft 

detection, a highly cited existing work [22] using deep convolutional neural networks is adopted as 

electricity theft detection algorithm. The following steps are performed for semi-automatic data 

labelling of electricity data: 

Step 1: Implement the electricity theft detection algorithm [22] with training dataset of period X 

week. The dataset is initially labelled with ground truth data; 

Step 2: The trained model in Step 1 will be used to predict the outputs of data in next X week; 

Step 3: The outputs in Step 2 will be served as new labelled data. 

Step 4: Train the electricity theft detection model again. 

Step 5: Compare the performance between the models in Step 1 and Step 4. Repeat Steps 2-4 until the 

deterioration of the performance exceeds the threshold 𝛾. 

Step 6: When condition in Step 5 fulfills, manually label new training dataset of period X week. 

Repeat Steps 2-5. 

It is expected the semi-automatic data labelling algorithm can reduce the number of manually 

labelled data. Period X will be varied and analyzed in next Section. 

  



4. Results 

As preliminary study, the period X is varied from 1 to 4 (week). Accordingly, the performance of 

the first ten retrained models (RMs) are summarized in Table 1. Several observations have been 

summarized. 

Observation 1: Increasing the length of period X can yield a better performance of the model because 

of the chacracteristic of machine learning. More data is available to provide better understanding of 

the nature of the problem. 

Observation 2: The accuracy of the retrained model is deteriorating with the increase in the number of 

retraining processes. 

 

Table 1 
Accuracy of the first ten RMs with varying period X. 

Period X 

(in week) 

Retrained model (accuracy in percentage) 

RM1 RM2 RM3 RM4 RM5 RM6 RM7 RM8 RM9 RM10 

1 80.5 79.8 78.3 77.5 76.2 75.1 73.7 72.2 71.1 70.6 

2 81.8 81.2 80.3 79.5 78.7 77.8 77.1 76.3 75.4 74.5 

3 82.3 81.6 81.0 80.1 79.3 78.9 78.5 77.9 77.2 76.4 

4 83.2 82.4 81.7 81.2 80.4 79.6 79.3 78.5 77.9 77.2 

 

5. Conclusion 

The preliminary study of the semi-automatic data labelling algorithm provides a tradeoff between 

the reduction of manual labelling and performance of the detection model. Future research directions 

include (i) synthesizing extra training data with generative adversarial network [23] which can 

increase the accuracy of the model in the initial model training phase.; (ii) adopting incremental 

learning algorithm to keep updating the model without retraining; and (iii) enhancing the performance 

of detection model with boosting algorithms. 
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