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Abstract
Due to the ubiquity of photo editing software, it is convenient and prevalent to create fake images which may cause terrible
misunderstandings. To address this issue, we introduce forgery reconstruction, a novel image reconstruction that automati-
cally reconstructs a forged image into its original appearance. To achieve this, we present a new two-phase system, including
a forgery localization phase and a reconstruction phase, where we first localize forged regions and then inpaint the natural
texture. The proposed approach, called HCF-Net, is a hybrid two coarse-to-fine networks. Unlike the existing solutions
of image reconstruction that relies on the prior knowledge of the areas to be recovered, our proposed system is free from
the mask information. To guide the reconstruction, we propose a new strategy for extracting noise features in the forgery
localization phase, which leverages the relationships among the image channels and localizes the tampered regions more
precisely. For better performance, we equip a dual attention module in the reconstruction phase. Our automatic system
is applicable to localize the tampered areas and reconstruct the missing part in a single pass. The extensive experiments
demonstrate that our system achieves state-of-the-art performance in forgery localization and generates higher-quality and
more flexible results than traditional inpainting methods.
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1. Introduction
Low-cost tampering generation processes have nega-
tively affected many aspects of real life, e.g., Internet
rumors, fake news, and even academic publications [1].
Due to the widespread image forgery, one may be curious
about the truth, which makes image restoration become
a promising application. However, because of the mature
and low-cost editing software, it is a tough task for human
beings to discriminate the forged regions, not to mention
reconstructing the original appearance automatically. In
this paper, we introduce a new image reconstruction ap-
plication called forgery reconstruction. Given a forged
image, forgery reconstruction reconstructs the tampered
areas into the natural regions (see Figure 1) by predict-
ing its original appearance automatically. It detects the
forged areas and then replace them with the natural con-
textual information synthesized by neural networks that
learn from the visual semantics. Although forgery re-
construction is similar to image inpainting, there is no
solution for localizing and reconstructing the forged re-
gions of the image automatically in a single pass yet.

Image inpainting synthesizes semantically plausible
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Figure 1: Forgery Reconstruction automatically recon-
structs the tampered regions into original appearance. Input
images are forgery images. The forgery masks contain the lo-
cation information of tampered regions and the pristine im-
ages show the original appearance of the forgery images.

contents to fill in the missing regions. Plenty of solutions
for image inpainting have been proposed [2, 3, 4]. The
typical image inpainting requires a manual binary mask
to indicate the regions to be reconstructed, which means
that the inpainting algorithms need high-level seman-
tics. A joint system [5] is proposed to alleviate this issue.
However, it only considers the removal of text with a
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small patch in the image. Text in the image is also a type
of high-level semantics and one could potentially uti-
lize human intuition to reconstruct the image manually.
Small patch and finite application limit the existing joint
system.

Real world is full of image forgeries that human intu-
ition cannot resist due to tricksy manipulations. We be-
lieve that a more applicable strategy is to simultaneously
detect the forged regions and synthesize the natural areas
corresponding to the original images. For this purpose,
our system makes good use of end-to-end strategy with-
out any hand-made tricks, such as masking the tampered
areas in the image.

There are two main challenges that we need to tackle
to enable forgery reconstruction: (1) The reconstruction
algorithms lack prior knowledge of location information
that indicates the regions to be reconstructed. That’s
because the forged regions could be tricksy and difficult
to be revealed, as shown in Figure 1. Therefore we need
to design a promising forgery localization model to guide
the reconstruction. (2) Removing the forged areas creates
holes in the background, so we need to reconstruct the
holes while maintaining a smooth transition between the
tampered regions and the background.

Due to these reasons, we propose a hybrid and end-
to-end system to address these challenges. We call it
hybrid coarse-to-fine network (HCF-Net) that contains
two phases, i.e., forgery localization phase and recon-
struction phase.

The forgery localization phase provides the locations
of manipulated areas to the reconstruction phase. Inaccu-
rate localization could mislead the reconstruction stage,
so it is necessary to develop a reliable model for this
phase. Steganalysis rich models filter layer (SRM) [6, 7]
can effectively reveal the noise inconsistency between
pristine and tampered regions. Motivated by [8] and [7],
we propose a new strategy that extracts noise features
distributed in each channel to leverage the relationship
among these channels. In particular, we split the image
channels into red, green, and blue channels (RGB), and ap-
ply an SRM filter to extract the noise features respectively.
This Split-SRM strategy enhances the inter-channel re-
lationships of noise features. The coarse-to-fine manner
is adopted to enhance the detection on these features.
This addresses Challenge (1) by jointly introducing the
outstanding image forgery localization model into the
system.

The reconstruction phase is to synthesize the natural
contents in the forged regions, which is similar to image
inpainting task that reconstructs the hollowed images.
To address Challenge (2), we adopt a dual attentive mod-
ule [9] based coarse-to-fine network to predict the orig-
inal appearance of the tampered regions and maintain
smooth transitions between the reconstructed regions
and background.

Overall, to address the forgery reconstruction task, we
propose a two-phase pipeline shown in Figure 2. It first
localizes the tampered regions, then reconstructs and
refines the original appearance smoothly.

To the best of our knowledge, this work is the first
to target the problem of reconstructing forgery images,
which could be a practical application in real life. The
main contributions of this paper are summarized as fol-
lows:

• We propose the first, to the best of our knowledge,
forgery reconstruction system in an end-to-end
manner to reconstruct the contextual information
of the tampered regions in images. The hybrid
coarse-to-fine network, HCF-Net, is proposed to
integrate two different phases of image forgery
reconstruction, i.e., forgery localization phase and
reconstruction phase.

• We introduce a novel coarse-to-fine network with
Split-SRM strategy to localize the forged regions
with high precision and effectively guide the re-
construction. And our reconstruction phase is
also based on the coarse-to-fine fashion.

• Extensive experiments demonstrate that HCF-Net
has the advantages of high-precision forgery re-
construction, and outperforms the advanced in-
painting methods in forgery reconstruction.

2. Related Work

2.1. Image Forgery Localization
There are three popular image forgery techniques: splic-
ing [1], copy-move [10, 11, 12, 13, 14] and removal [15].
Many methods, including low pass filter [16, 17], long
short-term memory (LSTM) architecture [18] and ste-
ganalysis rich models filter (SRM) layer [7, 6], are derived
from these traces. SRM is a powerful filter originating
from steganalysis, which is the most challenging image
forensics algorithm to detect slight distributions of im-
ages. SRM, proposed by [19], extracts local noise fea-
tures from adjacent pixels, capturing the inconsistency
between tampered and pristine areas. However, the ex-
isting methods using SRM kernel do not consider the
connection among the channels of the image, which ex-
tracts few features from the tampered areas. Although
these methods could be used in the detection stage of
image forgery reconstruction, unavoidable inaccuracies
are prone to significantly decrease the quality of the re-
constructed natural regions. Different from the previous
work, our proposed Split-SRM filter layer leverages the
channel-wise noise features.

WISERNet [8] applies SRM filters layer to extract the
noise features in each channel and it succeeds in color im-
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Figure 2: An overview of our HCF-Net architecture. The top one is the forgery localization phase and the bottom one is the
reconstruction phase. The red arrow( →) denotes feeding the features instead of the prediction.

age forensics. Different from that, we adopt a simplified
SRM filter [6] to perform Split-SRM filter layer.

2.2. Image Inpainting
Various methods have been introduced for image inpaint-
ing. Early methods use correlation of image statistics [20,
21] while recent methods are based on CNNs [22, 23] or
GANs [24, 2, 25]. Latterly, the advanced method include
Gated Conv [3], PEN-Net [4] and RFR-Net [26]. Gated
Conv is a novel convolutional mechanism to filter use-
less information. PEN-Net applies pyramid structures to
gain more contextual information. RFR-Net utilizes the
constrains of the hole center. Our system will compare
with these three state-of-the-art networks. The coarse-
to-fine structures have been widely used in the above
mentioned methods, as well as in our algorithm. Most
recent methods [2, 3, 4, 26] employ the attention mecha-
nism. Different from their attention modules, we use a
dual attention module in our refinement network because
of its great success in segmentation [9].

3. Methodology

3.1. Overall Framework
Our goal is to convert a forgery image 𝐼𝐹 into its original
appearance 𝐼𝑅𝑒, as shown in 2. Our two-phase system,
HCF-Net, is based on two coarse-to-fine networks. The
coarse-to-fine network, whose effectiveness is verified in

image inpainting [3, 2], consists of two subnetworks: a
coarse network and a refinement network. Firstly, it gen-
erates an initial coarse prediction with the coarse network
and refines the coarse results by extracting the related
features with the refinement network. The proposed
two-phase HCF-Net is an end-to-end manner without
preprocessing or postprocessing.

The first phase is the forgery localization phase that
predicts the a coarse forgery mask 𝐼𝑀1 and a refined
mask 𝐼𝑀2 of a forgery image 𝐼𝐹 . 𝐼𝑀1 and 𝐼𝑀2 contain
the location information of forgery regions. We then fuse
the pixels of 𝐼𝑀2 into 𝐼𝐹 to create a fused image 𝐼𝑓𝑢. This
design make the remaining problem easier, since most of
the pixels can be directly borrowed from the input forgery
image and thus fewer pixels need to be reconstructed by
the the following phase. The reconstruction phase inputs
𝐼𝑓𝑢 and synthesizes the original appearance, and refines
the details to generate the reconstructed image 𝐼𝑅𝑒.

3.2. Forgery Localization Phase
The forgery localization phase firstly separates the R, G,
and B channels of the image. Each channel’s low-level
noise features are extracted by a convolution layer ini-
tialized by SRM filter of 5× 5× 3 kernel size and then
concatenated. This operation, called Split-SRM, is a non-
trainable channel-wise convolution layer with the same
initiation as [6]. After Split-SRM, the features are fed into
a regular convolutional module in VGG-style. VGG-style
module is a convolution block composed of a series of



convolution layers of kernel size 3× 3. Specifically, each
module contains three convolution layers of kernel size
3× 3 followed by ReLU. We concatenate the encoding
features with decoding features in the coarse stage. The
coarse results contain two branches. One branch predicts
the coarse mask 𝐼𝑀1, and the other one produces the
coarse features 𝐼𝑀1 for the refining stage. The reason
why we do not use the coarse result as the input of re-
fined net is that 𝐼𝑀1 remains more trainable features.
This design delivers complete feature information for
the following subnetwork. The refinement network also
starts with the Split-SRM scheme, basically the same as
the coarse net. The difference is that a series of dilated
convolution layers with different dilation rates connect
the encoder and decoder to extract features with large
receptive fields. In particular, the dilated convolution
layers are of 3× 3 kernel sizes and the dilation rates of
them are 2,4,8, and 16.

The intuition behind Split-SRM is that when an ob-
ject is removed from the source image and pasted into
another, the noise features in each channel between the
source and target images are unlikely to match. WIS-
ERNet [8] proposes the split-channel strategy for color
image forensics and proves to be effective. The coarse-to-
fine framework enhances the representation of the net-
work. The VGG-style structure outperforms other block
styles in the experiments of [7]. To utilize these features,
we transform each channel into the noise domain using
an SRM kernel followed by VGG-style structures in the
coarse network with skip connections to provide more
relevant information in the network [27].

3.3. Reconstruction Phase
This phase is based on the coarse-to-fine network as well,
where the coarse stage produces an initial coarse predic-
tion, and the refine stage takes the coarse prediction as
inputs and predicts refined results 𝐼𝑅𝑒. In terms of the
layer implementations, we use the convolution layer of
3×3 kernel size followed by the ELUs activation function.
A series of dilated convolution layers connect the encoder
and decoder. The structures of dilated convolution layers
are same as those in forgery localization phase. Skip con-
catenation links the encoding and decoding layers. The
refinement network exploits the dual attention module,
proposed by [9], to adaptively integrate local features
with their global dependencies. The architecture of a dual
attention (DA) module is shown in Figure 3. Specifically,
DA module has two branches, i.e., position attention
branch (PAB) and channel attention branch (CAB). In
the PAB, given the input feature 𝐹 ∈ R𝐻×𝑊×𝐶 , we
firstly perform spatial matrix operation (SMO), and ob-
tain a position attention matrix 𝑃𝐴𝑀 . SMO uses con-
volution layers to generate three feature maps 𝐹1, 𝐹2,
and 𝐹3, respectively, where 𝐹1, 𝐹2, 𝐹3 ∈ R𝐻×𝑊×𝐶 . All

of them are reshaped to R𝐿×𝐶 where 𝐿 = 𝐻 × 𝑊 .
Then the product of 𝐹1

𝑇 and 𝐹2 passes through a soft-
max layer and the result of softmax is then multiplied
by 𝐹3. We then reshape the product result and generate
𝑃𝐴𝑀 ∈ R𝐻×𝑊×𝐶 . On the other hand, CAB firstly
performs channel matrix operation (CMO) to generate
channel attention matrix 𝐶𝐴𝑀 . Like PMO, CMO re-
shapes 𝐹 to 𝐹 ′ ∈ R𝐿×𝐶 and the product of 𝐹 ′ and
𝐹 ′𝑇 goes through softmax to generate a softmax feature
map which is in R𝐶×𝐶 . We then multiply the softmax
feature map and 𝐹 ′, and reshape the result to generate
𝐶𝐴𝑀 ∈ R𝐻×𝑊×𝐶 . We set the trainable parameters
to 𝑃𝐴𝑀 and 𝐶𝐴𝑀 and add them with 𝐹 , respectively.
Finally, we sum them with weights and produce dual
attention feature 𝐷𝐴𝐹 as,

𝐷𝐴(𝐹 ) = (𝑊0×𝑃𝐴𝑀+𝐹 )+(𝑊1×𝐶𝐴𝑀+𝐹 ), (1)

where 𝑊0 and 𝑊1 are trainable parameters.

3.4. Loss
We train our system in an end-to-end manner. We
adopt two different losses during training. In the forgery
localization (FL) phase, we use binary cross-entropy
loss (BCE):

𝐿𝑜𝑠𝑠𝐹𝐿 = 𝐵𝐶𝐸(𝑦𝑔𝑡, 𝑦𝐶) +𝐵𝐶𝐸(𝑦𝑔𝑡, 𝑦𝐹 ) (2)

where 𝑦𝑔𝑡 denotes ground-truth masks, 𝑦𝐶 denotes
coarse masks, and 𝑦𝐹 denotes refine masks.

In the reconstruction (Re) phase, for better qualita-
tive results, we define a mix-loss similar to [28] as the
reconstruction loss:

𝐿𝑜𝑠𝑠𝑅𝑒 =

𝑛∑︁
𝑖=1

𝛼[(1− 𝑠𝑠𝑖𝑚(𝑦′
𝐶𝑖
, 𝑦𝑓 ))/2

+ (1− 𝑠𝑠𝑖𝑚(𝑦′
𝐹𝑖
, 𝑦𝑓 ))/2]

+ (1− 𝛼)[ℎ(𝑦′
𝐶𝑖
, 𝑦𝑓 ) + ℎ(𝑦′

𝐹𝑖
, 𝑦𝑓 )],

(3)

ℎ(𝑦, 𝑦′) =

{︂
1
2
(𝑦 − 𝑦′)2, |𝑦 − 𝑦′| ≤ 𝛿,

𝛿 · (|𝑦 − 𝑦′| − 1
2
𝛿), 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒.

(4)
where 𝑠𝑠𝑖𝑚 denotes structural similarity, ℎ denotes the
Huber-loss function, 𝑦𝑡 denotes the targeted images, 𝑦′

𝐶

denotes coarse predictions, and 𝑦′
𝐹 denotes refined re-

sults. We set 𝛼 = 0.86 and 𝛿 = 1.0 to enhance the impact
on ssim.

The total training loss is a weighted sum of the indi-
vidual losses presented above:

𝐿𝑜𝑠𝑠𝑡𝑜𝑡𝑎𝑙 = 𝜆𝑅𝐿𝑜𝑠𝑠𝑅𝑒 + 𝜆𝐹𝐿𝑜𝑠𝑠𝐹𝐿, (5)

where we set the weights 𝜆𝑅 = 100 for the reconstruc-
tion loss and 𝜆𝐹 = 1 for the localization loss to focus
more on the reconstruction.
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Figure 4: Visualization of the noise features extracted by dif-
ferent SRM strategies. The filter is expected to respond to
the white region while ignoring the black region in the mask.
The red regions have high response of noise while blue indi-
cates low ones, and the heatmaps are super-imposed on the
forgery image. We can clearly see that the SRM filter extracts
false positive noise features in many areas while our proposed
Split-SRM filter works more precisely.

4. Understanding our Model
We investigate the benefit of Split-SRM scheme in han-
dling the inter-channel relationships of noise features
and explore the advantages of the DA module in filling
the hole smoothly. We visualize the internal feature rep-
resentations to gain more insight.

4.1. Noise Feature Visualization for
Split-SRM

Figure 4 visualizes the focus of noise features extracted by
the SRM filter and our Split-SRM filter. Obviously, Split-

Forgery Image GT
DA 

Features

Figure 5: Visualization of dual attention (DA) features. We
enlarge the region in the red rectangle in the forgery image
and show it in the top center subfigure. Compared with the
groundtruth at the bottom center, the color and texture are
very different in the contours. The right subfigure shows the
heatmap of DA features, which indicates that DA module fo-
cuses on the contours.

SRM focuses more on the regions of noise inconsistency
instead of global noise features. This shows that our Split-
SRM is capable of capturing the unnatural noise features
more accurately at a low false positive rate.

[8] reveals that the relationships among channels could
be leveraged to enhance the slight disturbance. In a
forgery image, the tampered regions can be seen as the
disturbance of the pristine image, causing the noise in-
consistency. Split-SRM seeks the relationship among
channels, which strengthens this noise inconsistency and
makes it easier for capturing these noise.

4.2. Feature Visualization for the Dual
Attention Module

Reconstructing the tampered regions needs to consider
about the edges between the regions and background.
Figure 5 visualizes the features generated by the DA mod-
ule. As we can see, the DA module pays attention to the
edges between the hole and the background and results in
smooth transitions. Seen as Figure 5, there is a significant
gap of texture and colors between holes and background.
DA module contains two effective attention branches, i.e.,
PAB and CAB. The possible reason why DA module fo-
cus on the transitions is that PAB provides the positions
of salient texture while CAB focuses on the channels of
colors. Capturing rich contextual dependencies, the DA
module guides the network to pay attention to the edges.
Thus the network can learn from these information and
generate natural transitions.



Method DEFACTO

BaselineFL 78.3
SplitSRM 85.5
SplitSRM + Refine 90.5

Table 1
Ablation study of our forgery localization phase using the
Split-SRM strategy and coarse-to-fine manner on the DEAF-
CTO dataset. Results are reported in AUC(%). Both Split-
SRM and Refinement network boost the performance.

5. Experiments

5.1. Setup
We conduct extensive experiments to demonstrate our
approach’s superiority on standard datasets such as NIST
2016 [29], CASIA [30], COVER [31], and Columbia [32].
The four datasets contain 564, 6044, 100, and 180 samples,
respectively. We select 42000 image pairs from the syn-
thetic dataset DEFACTO [33] for pre-training as well. The
number of pretrained dataset is the same as [6]. NIST and
DEFACTO contain all three tampering technique. CASIA
provides spliced and copy-move images. COVER is a rel-
atively small dataset focusing on copy-move. Columbia
focuses on splicing. NIST, CASIA, COVER, and Columbia
consist of a relatively small amount of data, so we cat-
egory them as small datasets. We do not operate any
augmentations on the dataset to prove the effectiveness
of our proposed networks. We train our model with in-
put images resized to 256× 256 on a single Tesla P100
GPU. The output size of reconstructed images and masks
are 256× 256. An ADAM solver with a learning rate of
0.0002 is used. We adopt the well-known peak signal to
noise ratio (PSNR) and structural similarity (SSIM) as the
metrics to evaluate our model.

5.2. Ablation Study
5.2.1. Forgery Localization Phase

The methods are compared in terms of the widely used
area-under-the-curve (AUC) measure. We assign a confi-
dence score to every pixel for pixel-level AUC evaluation.
Meanwhile, we compare our proposed approach’s per-
formance against the results reported in [7], in which
the score of ELA [34], NOI1 [35], CFA1 [36], MFCN [37],
J-LSTM [38], RGB-N [6], and ManTra [7]. The recent
state-of-the-art (SOTA) methods use the synthesized
large-scale datasets to ensure the performance, while
our method is trained with two strategies. One is to train
on the small dataset without the extra data for validating
our approach, and the other is to train on the DEAFCTO
and finetune on the small dataset to achieve the most
excellent performance. Like [6], the small datasets are di-

Method NIST Columbia COVER CASIA

ELA 42.9 58.1 58.3 61.3
EOI1 48.7 54.6 58.7 61.2
CFA1 50.1 72.0 48.5 52.2
J-LSTM⋆ 76.4 N/a 61.4 N/a
RGB-N⋆ 93.7 85.8 81.7 79.5
ManTra-Net ⋆ 79.5 82.4 81.9 81.7
Ours-FL⋆ 95.2 89.1 83.6 82.7

Table 2
Comparison of our approach with SOTA methods on several
datasets in forgery localization. ⋆ indicates that the method
uses a large-scale dataset and N/a means that the result is
not reported. Results are reported in AUC(%). Our model
shows comparable ability when trained on the small dataset
and achieves the state-of-the-art performance when trained
on the large dataset.

vided into 75% finetuning and 25% testing. When we train
our model on the large dataset, the Columbia dataset is
only used for testing.

BaselineFL: As a baseline, we train the proposed
architecture without the Split-SRM scheme or refinement
network, but with an SRM filter layer before the coarse
network.

Split-SRM: The coarse network with Split-SRM.
Split-SRM + Refine: Split-SRM scheme and coarse-

to-fine network, our full model for the forgery localiza-
tion phase.

We adopt DEAFCTO [33] for ablation study of Split-
SRM, and the networks use 70% for training and 30% for
testing. As one can see in Table 1, our proposed com-
ponents improve over the baseline model. The possible
reason is that the Split-SRM strategy provides more richer
noise features and the relationships among channels, and
the refinement network polishes the coarse results by
visual correlation.

We compare our model with SOTA methods, as shown
in Table 2. It is safe to conclude that our model, trained
on the small dataset, is comparable to those SOTA meth-
ods. When our model is trained by large datasets, it
outperforms the existing methods and achieves the state-
of-the-art performance.

5.2.2. Reconstruction Phase

In this phase, we conduct the ablative study on the stan-
dard dataset and show the results in the final Table 3.
Note that our model is trained together with forgery
localization phase, and produces a forgery mask and a
reconstructed image in a single forward pass. The recon-
struction phase is fed with fused images of the forgery
images and the refined forgery masks from the forgery
localization phase.



Forgery Image GT w/o DA w/ DA

Figure 6: Visual comparison for our model with and without
the dual attention module. Our model with DA smooths the
contours of the reconstruction and shows image more realis-
tically.

BaselineRe: The coarse-to-fine network without the
DA module.

HCF-Net: The coarse-to-fine model with the DA mod-
ule.

We define BaselineRe by simply removing the DA
module of our network. As shown in Table 3, the re-
sults show that the DA module improves PSNR and SSIM
significantly on each dataset. Figure 6 presents the qual-
itative comparison of the model without the DA mod-
ule (w/o DA). The proposed model with DA generates
visually smoother transition with less artifacts. It demon-
strates that the DA module alleviates the gap in tran-
sitions and helps generate natural appearance, which
benefits for generating high-quality images.

5.3. Comparison with the State-of-the-art
Note that our model is trained together with forgery
localization phase, and produces a forgery mask and a
reconstructed image in a single forward pass. The recon-
struction phase is fed with fused images of the forgery
images and the refined forgery masks from the forgery
localization phase. We define BaselineRe by simply
removing the DA module of our network. We define
BaselineRe by simply removing the DA module of our
network.

For fair comparison, we only consider deep-learning
based approaches whose masks are provided by the re-
fined results generated by the forgery localization phase.
The SOTA methods include PEN-Net [4], GatedConv [3]
and RFR-Net [26]. We train our model on four small
datasets with 70% training and 30% testing.

For quantitative evaluation, Table 3 summarizes the
overall performance. We use the official pretrained mod-
els provided by the authors. Note that, although our net-
work is only trained on small datasets, it can still general-
ize well and show outstanding performance. We observe
significant gains in terms of both PSNR and SSIM on all
of the standard evaluation benchmarks, which indicates
that our joint system can reconstruct the forged regions

Method NIST Columbia COVER CASIA

PEN-Net 24.5/0.84 19.1/0.82 21.2/0.81 18.9/0.60
GatedConv 24.9/0.90 18.7/0.83 22.6/0.88 19.2/0.63
RFR-Net 28.6/0.92 20.1/0.86 24.3/0.91 22.3/0.72
BaselineRe 25.1/0.91 18.6/0.82 21.6/0.89 19.6/0.69
HCF-Net 31.1/0.94 20.3/0.89 24.7/0.91 20.6/0.71

Table 3
Comparison of our approach with SOTA methods on sev-
eral datasets in forgery reconstruction. Results are reported
in (PSNR(dB)/SSIM(%)). Other traditional inpainting meth-
ods are fed with the segmentation masks generated by our
forgery localization phase. Our proposed HCF-Net is compa-
rable to the SOTA level.

NIST

HCF-Net>PEN-Net 96%
HCF-Net>GatedConv 90.6%
HCF-Net>RFR-Net 81.8%

Table 4
Results of user studies. Each entry is the percentage of cases
where the participants choose the images by our results as
the more natural one than another method.

with high quality by learning the cascade features. We
have to emphasize that CASIA is a very complex dataset
with various scenes. RFR-Net is better than HCF-Net in
CASIA dataset because it benefits from the complicated
network structure while our network is concise. Fur-
thermore, other methods need to be fed with the masks
from our forgery localization phase while our approach
does not receive any external hand-made mask during
reconstruction.

Figure 7 shows qualitative results for comparison,
where we compare with three recent methods. We show
the examples of reconstructing three main types of ma-
nipulations, including splicing, copy-move, and removal.
The results of our method are visually more natural.

We also construct user studies on the NIST dataset,
as shown in Table 4. Deployed on Google Forms plat-
form, our protocol depends on large batches of blind
randomized A/B tests. Every survey contains a batch of
20 pairwise comparisons. Every pair involves two im-
ages generated by two different methods. We invite 25
participants, and the participants are supposed to select
the more natural one in the pair. The pairs and orders are
randomized. We limit ten seconds in one pair selection.
The results show that the choices of participants border
on random guesses. The results demonstrate that our
system reconstructs forgery images more realistically.



Forgery Pred-Mask GT-Mask RFR-NetPEN-Net GatedConv HCF-Net GT

Figure 7: Visualization of samples of the results. We show three kinds of forgery reconstruction, i.e. splicing, copy-move
and removal. Note that the second row consists of the masks predicted by our forgery localization phase and from the fourth
to seventh row show the reconstruction result by different methods. The first row is splicing, the second row is copy-move
and the third row is removal.

6. Conclusion
In this paper, we propose the first forgery reconstruction
system, called HCF-Net, that automatically localizes and
reconstructs the forged regions of complex manipulations
in images. HCF-Net operates a hybrid coarse-to-fine net-
work in an end-to-end manner that integrates a forgery
localization network and a reconstruction network. We
also introduce a novel coarse-to-fine network using the
Split-SRM strategy for image forgery localization and
makes precise restoration in the reconstruction network.
Extensive experiments show that our proposed HCF-Net
for image forgery localization achieves state-of-the-art
performance and our joint system provides better results
compared with traditional inpainting algorithms.
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