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Automatic Generation of Russian News Headlines
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Abstract

Text summarization is one of the key Natural Language Processing tasks. Automated text
summarization has the potential to save time when creating reviews, abstracts etc. of the texts
across multiple domains. Automatic headline generation is a challenging kind of text
summarization. Basically, the distinction between extractive and abstractive summarization
methods is drawn. Application of the extractive summarization techniques results in the
extraction of relevant words or sentences from the original text. Abstractive summarization
models synthesize a summary in which some of its material is not present in the input
document. This paper deals with the fine-tuning the pretrained model based on Transformer
architecture for the task of generation of Russian news headlines. Experiments discussed were
carried out for the new dataset of Russian news which was automatically compiled from the
“Bumaga” website. The paper contains the quantitative evaluation results using BLEU und
ROUGE metrics as well as the human evaluation results. Finally, the paper presents error
analysis and discussion of particular contexts.
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1. Introduction

In modern computational linguistics, text summarization holds a special place among the tasks of
natural language processing (NLP). The aim of summarization is to produce a shorter version of the text
that expresses the main idea of the source document. That is, given input text x, a model writes a
summary y which is shorter than x and contains vital information from x. Text summarization makes it
possible to access and process large amounts of textual data and extract the necessary information from
a huge corpus of texts.

The automatic summarization problem can be addressed with two types of techniques, extractive and
abstractive ones [1]. In extractive summarization, the most significant chunks of the source text are
detected and extracted without any changes. That means that all words in the summary come from the
input data. In contrast, abstractive summarization systems attempt to generate abstracts from new
sentences, which may not even include words that occurred in the original. Although an abstractive
model is much more complex than the extractive one, it produces detailed human-like summaries. It is
this advantage that makes abstractive approaches increasingly popular today and, for this reason, we
focus on them.

In this paper, we are concerned with the task of headline generation that tends to be considered as a
special type of text summarization [2]. This is accounted for by the fact that the headline is a key
component of the news text since it includes its main ideas. On the one hand, it should be quite
informative, and on the other, encourage readers to spend their time on reading the full text. However,
for digital media, it is especially essential to provide clear and informative headlines, since the user does
not have time to guess what the hidden meaning was intended. In addition, the headline like any other
text should have grammatical and lexical linking and meaningfulness.
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There are several sections in this paper. The review of current studies in the field of automatic
summarization is presented in the Related work section. In the Methods section there is information
about the corpus of news messages which was to be processed as well as the description of the used
model. The Experiment section describes the present method of generation of Russian News Headlines.
In the Results section there are examples of headlines predicted by our model, automatic and human
evaluation results and error analysis. The Conclusion section provides the conclusions drawn up by the
presented results.

2. Related work

Analysis of current research shows that the automatic summarization problem can be approached
differently and a large number of papers covers it.

Many studies are devoted to extractive methods of text summarization [3][4]. [5] was one of the first
to work on this issue in terms of detecting the most informative words relying on the word frequency.
His idea was to count the frequency of words in order to find a list of the most meaningful words.
However, the main disadvantage of using extractive methods to headline generation is that the abstracts
they produce are hardly headlines. They cannot be shorter that the minimum text blocks used to compose
them (a sentence or a paragraph). This is how neural models for abstractive summarization and text
generation came into being.

Sequence-to-sequence (seq2seq) model is one of the most important recent concepts used in the
current state-of-the-art applications in natural language processing. It is a type of encoder-decoder
model using Recurrent neural network (RNN), that generates one sequence from the other after it has
learned a great deal of sequence pairs. Developers from Google [6] demonstrated that translation models
based on seq2seq outperform a standard statistical machine translation based (SMT-based) system. Not
only machine translation benefits from seq2seq models; they do well on many other sequences learning
problems, including text summarization and headline generation. In 2015, [7] proposed an approach
called Attention-Based Summarization (ABS). It is a local attention-based model that generates the next
word of the summary given the input sentence in terms of the combination of a neural language model
and a contextual input encoder. Following them, [7] extended the ABS model using semantic and
syntactic information about the source text in a standard neural attention-model.

Later, copying mechanism was presented [9] to improve RNN encoder-decoder model. It is designed
to copy tokens from the source text. This model was taken as a basis in another study [10] and trained
on the dataset of Russian news.

The Transformer architecture, originally developed for machine translation [11], is now applied to
all the main tasks of natural language processing. There are many modified versions of Transformer.
Thus, [2] adapted the Universal Transformer architecture [12], which is a modification of Transformer,
to the task of headline generation.

Previous advances in abstractive text summarization have been made using pretrained language
models based on Transformer architecture. In 2019, a new Bidirectional Encoder Representations from
Transformers (BERT) [13] architecture was developed specifically for text summarization (BertSumExt
and BertSumAbs for extractive and abstractive summarization, respectively) [14]. The BertSumAbs
model is a standard encoder-decoder framework for abstractive summarization [15], where the encoder
is the pretrained BertSum and the decoder is a 6-layered Transformer initialized randomly. In [16]
RuBERT [17] was used as a pretrained BERT for fine-tuned on the Russian texts BertSumAbs model.
Application of this approach to the task of Russian news headlines allowed to obtain state-of-the-art
results on the RIA [2] and Lenta® datasets.

2 https://github.com/yutkin/Lenta.Ru-News-Dataset
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3. Methods

3.1. Data

We conduct our experiments on the new corpus of news messages in Russian. We have developed a
programming algorithm for automatic corpus building from the website of the Russian online newspaper
“Bumaga’”. It contains news messages from June, 2013 to April, 2021. In total, there are 38 499 news
articles in the provided corpus which are supplied with additional meta information: title, date and link
*. For the experiment, we split the Bumaga corpus into the train, validation, and test parts in a proportion
of 90:5:5.

3.2. Model description

We examine the BertSumAbs model, which utilizes RuBERT as a pretrained BERT [16]. The
original BertSumAbs model is a standard encoder-decoder framework that was fine-tuned for
abstractive summarization task. The encoder is 6 stacked layers of BERT, while the decoder is a 6-
layered Transformer that is initialized randomly. Thus, the encoder is pretrained and the decoder must
be trained from the ground up. The model has more than 317M parameters.

We fine-tune a 40K checkpoint saved by the authors of [16], since its validation loss score was the
best. That is, trained on the RIA dataset checkpoint is fine-tuned on the Bumaga dataset.

4. Experiment

4.1. Baseline model

First Sentence This model uses the first sentence of a news message as its hypothesis for a news
message headline. It is the most naive approach to headline generation. Its application is valid due to
the fact that the structure of news articles is based on the principle of inverted pyramid. It means that
the most valuable information can be found in the first sentence through the answers to key questions:
Who? When? Where? Why? What? How?

4.2. Training

It has been mentioned that the encoder is pretrained while the decoder is trained from scratch in the
BertSumAbs model. This mismatch between two parts of the Transformer can make fine-tuning
unstable, as noted [14]. In order to overcome the difficulty, a new fine-tuning schedule was designed by
[14] and then borrowed by [16][16]. This novel approach is characterized by using of different
optimizers for the encoder and the decoder. Following [16], we separate the optimizers of the encoder
and the decoder when training model on our dataset. We use two Adam optimizers [18] with §; = 0.9
and B, = 0.999 and learning rates Ir, = 0.002 u lr; = 0.2 for the encoder and decoder, respectively.
When setting the parameters for training the model, we rely on the idea of [14] that the pretrained
encoder must be fine-tuned with a smaller learning rate.

The model is fine-tuned with a batch size equals 128, gradient accumulation every 95 steps. The
model was trained for 4,700 steps on a Tesla V100 GPU provided by Google's Colaboratory service °.
The training of the model took about 24 hours.

3 https://paperpaper.ru/
4 The dataset is available at https://github.com/ekaterinatretyak/PreSumm.
5 https://colab.research.google.com/
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In Table 1° we present results of the headline generation based on the Bumaga corpus for Russian.
Despite the fact that our fine-tuned model makes mistakes, which are discussed in Section 5.3.,
relevant headlines still prevail.

Table 1

Samples of headlines generated after fine-tuning BertSumAbs

Ne Lang. Original text Original headline Generated headline

1 ru B dpmuTaxke noABUAUCH KOTbI C B dpmuTaxe noasnancb B dpmuTaxke NOABUAUCH KOTbl
MmeHamm Tpamn n Xunnapu... KoTbl Tpamn n Xunnapu ¢ MMeHamn Tpamna u

KnuHtoH
en Cats with the names Trump and Cats Trump and Hillary Cats with the names of Trump
Hillary appeared in the Hermitage... appeared in the and Clinton appeared in the
Hermitage Hermitage

2 ru Coset ®egepalmm Ha3HauUUAN Jaty CoseT depepaupm CoseT depepaupnn Hassan
npoBeAeHUs NPe3nLEHTCKUX obbsaBuUA gaTy AaTy npoBeaeHus
Bblbopos B 2018 rogy — 18 nposeaeHuA BbiIbopos npesnaeHTCKUX BbIBOpoB B
maprTa... npesngeHta 8 2018 rogy 2018 roay

en The Federation Council set the date The Federation Council The Federation Council
for the presidential elections in announced the date of named the date of the
2018 — March 18... the presidential election  presidential elections in 2018
in 2018

3 ru Moxap Ha Bacnnbesckom ocTpose Ha BacmabeBckom Ha BacmabeBcKOm ocTpoBe
3aTPYAHWUA SOPOXKHYIO O6CTAaHOBKY — OCTPOBE CKOMWUAUCH ropena KOMMyHasKa,

B LeHTpe MeTepbypra, NOCKONbKY NPobKM M3-3a NoXKapa Ha  ABUMKEHWE NepPeKpbITO
coTpyaHuku AMNC nepekpbiBanun KageTckol nMHumn
YYaCTOK 4,0POru... B KOMMYHA/IbHOM
KBapTupe 8 gome 31/22 no
KageTcKolt iMHMuM ropena ogHa u3
KOMHaT...

en The fire on Vasilyevsky Island Traffic jams have On Vasilyevsky Island, a
complicated the traffic situationin ~ accumulated on communal apartment burned,
the center of St. Petersburg, since Vasilyevsky Island due to  traffic was blocked
traffic officers blocked traffic on a a fire on the Kadetskaya
section of road... in a communal line
apartment in the house 31/22 on
the Kadetskaya line, one of the
rooms was burning...

4 ru B Metepbypre 25 nions npounsownn Ynuubl Ha cesepe n tore B lMeTepbypre  npopsano
npopbiebl TPy6 Ha cesepe U toro- [eTepbypra  3atonuno Tpyby. MawmnHbl OKasanucb
3anage  Metepbypra... Bogoit  ©3-3a npopbiBOB TPYy6 Hano/I0BUHY B BOAE
3anuno nepeKkpecToK yAnubl
CumoHoBa " npocnekTa
MpoceeLweHus...

en In St. Petersburg, on July 25, there Streets in the north and A pipe burst in St. Petersburg.

were bursts of pipes in the north
and south-west of St. Petersburg...
Water flooded the crossroad of
Simonov Street and
Prosveshcheniya Avenue...

south of St. Petersburg
were flooded due to
bursts of pipes

The cars were half in the water

¢ The texts of news articles are given in an abbreviated form
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The generated headlines seem to have quite a high grammatical and semantic coherence. It should
be noted that predicted headlines may consist of words that are not present in the text of the article.
Moreover, the model effectively uses techniques from the theory of paraphrasing, e.g., use of converses,
synonyms etc.

Among generated news headlines single-sentence headlines predominate over headlines with two
and more clauses. It was found that when the model produces two simple sentences, this decreases the
text quality due to a repetition of the already generated word or phrase. These problems seem to be
related to the fact that the checkpoint used was trained on the RIA corpus which includes more than 1
million news headlines, consisting mainly of a single sentence. Thus, the increase of training examples,
in which the headline consists of two sentences, is expected to contribute to better results for generation
of headlines of more complex structure.

Nevertheless, the model is able to generate relevant headlines that consist of two sentences:

e  Caiit 00 apxurektype [lerepOypra Citywalls cHoBa He pabotaer. <g> [lerepOypiKiibI

BCTPEBOKEHBI

(en) The website about the architecture of St. Petersburg ‘Citywalls’ is not working again. <
q> Petersburgers are alarmed

o  OuHISHIMA 3aHsUIA IEPBOE MECTO B PEHTHHIE CaMbIX CYACTIMBBIX cTpaH. <¢q>Poccus 3aHsia

59-e mecTo
(en) Finland placed first in the list of the happiest countries. <q> Russia took the 59th place

The model generates complex sentences with subordinate clauses:

e  HaT'opoxoBoii ynuiie oTKpbUICs pecTopaH «Myka U BOAay, TJe MOXKHO IOIPOOOBATh MacTy
(en) The restaurant "Flour and Water" has opened on Gorokhovaya Street, where you can taste
pasta

e  3panue kinyoa «Kamuatky», rae padoran Lloii, paccenst
(en) The residents of the building of the club "Kamchatka", where Viktor Tsoi worked, are
going to be rehoused

An analysis of the headlines produced indicates that the model performs best when generating
information-rich headlines consisting of a single sentence that inform the readers about the main facts
of a news article. In addition, the model is able to produce headlines that contain quotes. However,
among the generated headlines, it is quite difficult to find the headlines that would contain an irony,
wordplay or hidden author’s opinion. Some examples can be seen below:
e B PIIL na3Banu nozunuio Dpmutaxa no VcaaknueBckoMy co00py «IIpOBOKALIUEH
(en) The Russian Orthodox Church called the Hermitage's position on St. Isaac's Cathedral a
"provocation”

e  «llyrun, ciacu Hac»: KUIBLBI foMa Ha Pemeciennoi
(en) "Putin, save us": residents of the house on Remeslennaya Street

e HaT'opoxoBoii ynuiie BOCCTaHOBMIIM 1TOA rocTHHMLYY oM KpytnkoBa. <g> [locMoTpuTe, Kak
BBITJISITAT

(en) On Gorokhovaya Street, the Krutikov house was restored as a hotel. <q> See what it looks
like

5.1. Automatic Evaluation

For automatic quality evaluation we use BLEU score [19] and ROUGE score [20]. Since the Bumaga
corpus has no previous art, in Table 2 we present results for the baseline and fine-tuned model.
Moreover, we present evaluation results on the Bumaga dataset while model is trained on the RIA
dataset in order to evaluate the success of the model in headlines generation given news articles with
another structure.

The results obtained demonstrate that the BertSumAbs model fine-tuned on the Bumaga dataset
performs best for all metrics. However, the Bumaga dataset evaluation results using model trained on
the RIA dataset are the worst. This may indicate that the format and style of writing news texts and
headlines differ from one news agency to another. Thus, one of the most noticeable differences is that
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the headlines from the Bumaga corpus often consist of two sentences, while ones from the RIA corpus
mostly consist of a single sentence.

Table 2
Bumaga dataset evaluation
Model BLEU R1 R2 RL R-mean
Bumaga

First Sentence 41.06 38.9 22.8 36.8 32.8
BertSumAbs 25.84 21.8 9.0 20.5 17.1
trained on the RIA dataset
BertSumAbs 48.51 44.1 28.4 42.4 38.3
fine-tuned on the Bumaga

dataset

5.2. Human evaluation

We have found out that the headline of digital media especially should be informative. We have
established also that the headline should have grammatical and lexical cohesion (see Section 1). Since
automatic quality evaluation methods evaluate the formal match of tokens, rather than the semantic one,
it is hardly possible to use them to understand how well the headlines meet these requirements.
Commonly, it is the degree to which native speakers perceive a text that is the main criterion when
analyzing the results of text generation experiments. For this purpose, we perform a qualitative analysis
by randomly sampling 190 examples of the news text, original headline and our fine-tuned model
generated headline for human evaluation. We asked 5 annotators who are native speakers of Russian to
choose the most preferred headline for a news article between the original headline (Reference) and the
generated one (Hypothesis). If there was no preference, the annotators chose the third option (Tie). The
annotators had no idea about the details of the experiment, including which of the headlines was the
reference. The results can be seen in Table 3.

Table 3
Human evaluation of generated headlines
Reference Tie Hypothesis
36% 48.6% 15.4%

From the results obtained it might be inferred that in almost every second case (48.6%) our model
reaches human parity. This means that the headlines generated by the fine-tuned BertSumAbs model
are interpreted to the same extent as the ones written by the journalists. Based on the criteria for choosing
the preferred headline, it might be concluded that such headlines are informative and relevant, they are
perceived as a single grammatical text. In Figure 1 we present examples of headlines for which the
annotators have chosen the Tie option.

L aY 3apnnata s NetepBypre s 2019 roay B PogcTeeHHMKM wepTB aBuakaTacTpodbl Hag CuHaem sbinOKMAN
BbipacTeT Ao 18 Teicay pybneit uBeTamu Unubpy 224 v CHANH PONUK B YECTs NoruBLLIMX

en: The minimum wage in St. Petersburg in 2019 will en: Relatives of the victims of the plane crash over Sinai figured the
increase up to 18 thousand rubles number 224 with flowers and made a video in honor of them

B MunumansHyio 3apnnaty 8 MetepBypre 8 2019 W B Merepbypre NPoWAa aKUMA NAMATH XEPTE ABMAKATACTPODLI Ha
roay noaHUMyT Ao 18 TeicAy pybnei CuHaem

en: The minimum wage in St. Petersburg in 2019 will en: An action in memory of the victims of the plane crash over Sinoi
be roised up to 18 thousand rubles was held in St. Petersburg

Huuba Huubs
en: Tie en: Tie

Figure 1: Examples of the headlines for which Tie option was selected

Analysing the aggregate statistics, we found that in 15.4% of cases, the annotators had a preference
for generated headlines. This means that for some examples, such a headline was perceived more easily
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and naturally than the reference one. Nevertheless, human generated headlines were chosen in 36%.
Although we cannot yet claim that our model is completely equivalent to how a human produces
headlines for news messages, this result is already pretty promising.

5.3. Error Analysis

The neural network makes several types of errors. In Table 4, we provide some examples of
generated headlines. The most common mistakes are incomplete phrases, as in examples a, b, ¢. In
example d, there is a factual error, which brings to the erroneous understanding. there is a factual error.
One more type of errors is grammar mistakes. Thus, in example e, the model produces a sentence with
incorrect verbal government. Example f/'shows the use of an erroneous noun case-form.

Table 4
Examples with errors

a YBonbHaemble coTpyaHUKM Ford B J/leHo61acTn NpoBeiv NUKET NPOTUB «CyBEPEeHHOro
(en) Dismissed Ford employees in Leningrad Oblast held a picket against the “sovereign
b  AkTuBMUCTa «BecHbl» apecTtoBanv Ha 10 cyTOK 3a aKLMO C MaHeKeHamun Ha Mapc

(en) The activist of “Spring” was arrested for 10 days for the action with mannequins on the
Mars

¢ Poccusa c 1 anpena Bo30bHOBAAET perynsapHoe aBnacoobuieHue ¢ lrepmanumeit, Lpun-SlaHkom
W eLe YeTblpbMs
(en) Russia resumes regular flights with Germany, Sri Lanka and four other from April 1

d HoBocTHoe coobueHune: Ha yanue Tambacosa, 5 B KpacHocenbckom paiioHe Metepbypra B
Houb ¢ 31 AHBaApA Ha 1 ¢deBpana NPOU3OLLIEN CUAbHbIMA NOXAP B MaBWAbOHE KMHOCTYAUM
«JleHdunnom» ...
(en) News text: On Tambasova Street, 5 in the Krasnoselsky district of St. Petersburg, there
was a strong fire in the pavilion of the “Lenfilm” film studio on the night of January 31 to
February 1...

CreHepUpOBaHHbIi 3arosIoBoK: B Mpumopckom paiioHe MeTepbypra NPoOU3OLEN CUbHDIN
noxap B nasuaboHe «JleHpunbma»

(en) Generated: In the Primorsky district of St. Petersburg there was a strong fire in the
pavilion of “Lenfilm”

e MuHO60pOHbI 0PULMANBHO NOATBEPAMNO 06 YHUUTOXKEHUM BOEHHOTO WwTaba B Cupumn

f  Ha mocTty AnekcaHapa HeBCKOro ¢ rpy3oBMKa ynaa meLlKa C NeECKOM U LLeMEHTOM

6. Conclusion

In this paper, we explored the effectiveness of application of the fine-tuned pretrained Transformer-
based model, that as a pretrained BERT uses RuUBERT, to the task of neural generation of Russian news
headlines. We showed that predicted headlines are highly grammatically and semantically coherent and
resemble original news headlines. We also present a newly gathered Bumaga corpus and provide results
achieved by the BertSumAbs model applied to generation of headlines for news articles from this
dataset.
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