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Abstract 
An approach to the construction of an adaptive architecture for enterprise software has been 
developed in order to increase the efficiency of automated processing of documents using 
semantic and cognitive technologies. The proposed approach takes advantage of the existing 
methods of organizing the architecture of applied software. It is substantiated that the 
architecture of the developed software for automatic cataloging should have a hybrid client-
server implementation, including elements of modular and microservice architecture. It is 
shown that a significant reduction in the costs of cataloging, checking the completeness and 
inventory of documentation, as well as an increase in the quality of design are provided through 
the semantic analysis of documentation using a knowledge base that is updated automatically. 
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1. Introduction 

Documentation operations, performed even with the existing automation tools, are extremely time-
consuming, especially when it comes to a fairly large enterprise. Only digitalization and cataloging of 
a paper archive of technical documentation of a concern-level enterprise is estimated at more than 200 
million rubles and requires at least 5 years. Checking the integrity of the archive of one product, taking 
into account the entire structure of cooperation, takes more than 1.5 years and does not give a 100% 
result due to the lack of automatic verification tools for specifications [1, 2]. 

There are other problems as well. For example, solutions from 15 years ago can be used in modern 
products, and in the event of damage to paper documents, the situation becomes critical. There is also 
no mechanism for identifying similar solutions in order to reuse them, as a result, the efficiency and 
quality of design suffers. No less relevant is the issue of information security [3]. 

The significant reduction in the costs of cataloging, checking the completeness and inventory of 
documentation, as well as an increase in design quality are achieved due to semantic analysis of 
documentation using a knowledge base that is updated automatically. 

Based on the analyzed typical architectures, the architecture of the developed software for automatic 
cataloging should have a hybrid client-server implementation, including elements of modular and 
microservice architecture. 

The hybrid client-server implementation, including elements of a modular and microservice 
architecture, must have the following properties: 

1. Support for many programming languages. 
2. A module is a natural unit of localization of names. 
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3. Ability to localize the location of the error, which allows, with a good organization of modules, 
to correct defects in one module, causes errors in another module. 
4. Fast recompilation while fixing the error. 
5. Ability to reuse modules. 
6. Tools are provided to solve each processing task. 
7. High resiliency due to redundancy of critical services. 
Availability of analytics tools, so it is easy to track dependencies between services [4]. 
The developed architecture includes elements from the hybrid architecture (Figure 1): 
1. Element "Client". 
2. Element "Application Server". 
3. Element "Data warehouse". 
4. Element "Complex of microservices". 
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Figure 1: Hybrid software architecture 

2. Development of modules for hybrid client‐server implementation 
2.1. Element "Client" 

The client module interacts with personnel and provides data in various formats: 
1. Tabular. 
2. Graphic. 
3. Graph. 
4. Text [5]. 
To solve visualization tasks, built-in components for working with knowledge graphs are used, data 

is provided in each of the required formats with the ability to navigate the knowledge graph. Also, to 



solve analytic tasks, components for working with multidimensional data are used. The graphical 
interface is also designed for automated structuring of knowledge with the participation of subject matter 
experts [6]. 

2.2. Application server element description 

The application server is built on a modular basis and includes: 
1. The core. 
2. Modules of data analysis. 
3. Modules of data processing. 
4. Modules of data fusion. 

2.3. Description core 

The flexible core is the central component of the software being developed; it interacts with the rest 
of the modules and processes user requests from the graphical interface. The kernel, in the process of 
functioning, processes user requests, interacts with data stores and provides the user with requested 
samples or calls processing functions from plug-ins [7, 8]. 

 

2.4. Application server module description 

Modules interact with external and internal services that implement various stages of working with 
data. The search for the required service is carried out by the service register (a software module that 
interacts with the ontological description of the service model), which is associated with the service 
model of the ontology. 

2.5. Description of the data processing module 

The data processing module includes three stages. 
Stage "Data preprocessing". 
Preprocessing is aimed at noise reduction in order to improve visual perception for subsequent data 

processing. For some elements (in particular, for numerical data), the preprocessing stage is skipped 
(Figure 2) 
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Figure 2: Data preprocessing diagram 

Stage "Normalization". 
Normalization refers to the process of converting incoming data to a single format. For example, for 

numerical data, normalization means the unification of the separators of the integer and fractional parts 
(Figure 3). 
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Figure 3: Data normalization scheme 

Stage "Processing". 
The processing stage is aimed at extracting useful knowledge from the normalized data. The 

algorithm is selected depending on the type of normalized data (numeric data or text) [9]. 
The word processing stage includes three schemes, which are designed to solve three types of applied 

problems: 
1. Creation of dictionaries of concepts. 
2. Creation of dictionaries of templates. 
3. Analysis of the syntax tree [10]. 
Figure 4 shows the data processing scheme of the proposed algorithm. 
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2.6. Description of the data fusion module 

This module implements data fusion. Merge refers to the process of data binding in accordance with 
an ontological model in order to ensure the integrity and consistency of data. The data integration 
diagram is shown in Figure 5. 
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Figure 5: Data integration scheme 

3. Development  of  storage  modules,  diagnostics  and  microservice 
architecture 

3.1. Description of the data warehouse element and the data storage object 
model 

Repositories are represented by a database for primary preprocessed data stored for statistical and 
multivariate analysis, a knowledge base for complex inferences, and an external resource of related 
data [11]. 

The module for storing data and knowledge is built on the basis of components for storing semi-
structured and semantic data, and includes a set of services imported from cloud services - sources of 
knowledge for algorithms for processing and structuring data. Data storage components must provide 
the ability to store and perform efficiently with data arrays accumulated since the beginning of the 
operation of the IS. 

Any database that meets the requirements of performance and stored data volume is suitable as a 
structured data storage in accordance with the domain model. The connection to the database is made 
through the API. 

The Semantic Data Warehouse is an RDF-storage that allows you to store data in accordance with 
the ontological model. An important requirement for RDF storage is support for a sufficient number of 
triplets and high performance. Reference data is represented by third-party ontologies and hierarchically 
structured reference books [12]. 

Data enters the database from a source of "raw", raw data or M2M platforms through the data 
collection module, which is an adapter. The module is designed to monitor data changes, provides 
services for downloading data from third-party platforms, or independently extracts the incoming data 
in case of receiving a notification of the change. The data comes in a variety of formats. The format 
depends on the data collection method used or the type of raw data source. The purpose of the adapter 
is to transform the received "raw" data into objects of the subject area through a number of syntactic 
analysis functions using the processing technologies described earlier in the algorithms for graphematic 
analysis and preprocessing of text resources, which allow to extract semantically significant 
constructions from semi-structured resources. 

To create a hierarchical data storage model in the developed software, it is proposed to use the object 
model [13]. 

An object model is a hierarchy or several related hierarchies of classes corresponding to ontologies 
and phenomena of the domain and describing the interaction between them. The software object model 
is developed to represent semi-structured data (as a rule, data after OCR in documents have a weak 
structure), as well as when solving problems involving the processing of large amounts of data. The 
data stored in the object model and in the ontological model are mutually convertible. The object model 
is designed to provide fragmentation capabilities for more efficient statistical processing of data. 

Let us consider the construction of a hierarchical data storage model for an example, the main subject 
area of which is high-tech production [14]. 

The object model includes: 
1. Role model. 



2. Model of diagnostic tools. 
3. Data model. 
4. Model of the institution. 

3.2. Description of the "role model" module 

The role model (Figure 6) describes the roles involved in the processes. The role model includes the 
staff of the institution, subdivided into laboratory assistants, management personnel, and engineering 
workers. 
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Figure 6: Object model of institutional personnel 

Diagnostic model description 
The diagnostic model (Figure 7) is a hierarchy of diagnostic tools used to study the state of the 

equipment. Diagnostics is carried out by an employee of the institution. 
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Figure 7: Object model of diagnostic tools 

3.3. Description of the data model 

Data on the documents collected in the institution's IS are represented by text records and numerical 
values. Numerical and qualitative data are highlighted. The data type hierarchy includes subjective and 
objective data. Each type has a qualifying field. 



Figure 8 depicts the data type object model. 
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Figure 8: Object model of data types 

3.4. Description of the institution model 

The company's activities are carried out within the divisions of the institution. In addition to the 
production process carried out in the workshops, the laboratories carry out analyzes of the manufactured 
products. The model is shown in Figure 9. 
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Figure 9: OU object model 

3.5. Microservices bundle item description 

The source of algorithms in the technological process of processing are services, which are accessed 
through the corresponding modules. Services are used both in the process of preprocessing data and in 
solving problems received from users. The results of processing on demand from users are also saved 
to the knowledge base in order to speed up the execution of similar tasks in the future. Thus, despite the 
close connection between the modules, their independence is preserved, and the module itself remains 
operational, provided the kernel and data stores are preserved [15, 16]. 

 

4. Conclusions 

The modules considered earlier include a set of components intended for processing data within a 
module and interacting with each other through interfaces. Internal kernel modules interact by calling 
the API methods of the components, the interaction of the graphical interface with the kernel, and the 
kernel with the data source is carried out by sending GET RESTAPI requests or through the Web-socket 
(Figure 10). 

 



Data source
Raw data storage

Text preprocessing

Preparing the text Preliminary text 
analysis

Measurement 
processing

Text 
processing 

module

Preparation of 
measurements

Measurement 
analysis

Server

Preparation of 
measurements

Measurement 
analysis

Storage
Processed data

Storage
Semantic data

Working with 
knowledge graphs

External services
Third party 
embedded 
services

External services

"Customer"
Components for 

generating 
queries and 
displaying 
processing 

results

 
Figure 10: Modules of the developed software 
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